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INTRODUCTION

When a native speaker of a modern Indo-European language like English starts to read
Homer, either in the original or in a fairly literal translation, a couple of style issues
soon arise, and present problems of interpretation. First, there is a lot of verbatim
repetition. That, one will read in the commentary or introduction, is because this
poetry was orally composed and performed (see for example Kirk 1985:10-14;
Lattimore 1951:37-40). The second issue is more difficult to pin down, and may take a
little longer to be noticed, but is just as central to the general impression that Homeric
language makes on the reader. Sentences tend to consist of series of clauses that are

parallel rather than nested (1a):’

(1) a. &¢dpaoi povéovn Sodooato képdiov eivar: / Bf p Tuev eig GAnv-
v 8¢ oxedov B8atog ebpev / év meprpavouéve. dotode § &p’
URALOe Bdpvoug / €€ OpdBev tepuiTac: O HEV QUAING, 6 &
¢Aaing. / tobg pev dp’ o0t avéuwv didn pévog Uypov aéviwy, / olte
1ot NéAog aébwv dxtiov EBarAev, / 00T SuPpoc nepdaoke
daunepéc &G dpa mukvol / dAArAoov Epuv énapoPadic: ovg
'08vooevg / dboet’. dpap & e0vrv énapfoato xepol @iAnowy /
gupeiav: UAAWYV yap €nv xvoig AA0a moAAR (Od. 5.474-483)

This way seemed to him best as he thought; he set off toward a wood,
which he found near the water in a conspicuous place. And he went
under two small trees growing from the same spot; the one was a
shrub, the other a wild olive. The wet force of the gusting winds
could not blow through these, nor the shining sun cast its rays, nor
the rain get all the way through. So close together they grew,
intertwined with each other; Odysseus made his way under them.
And right away, he scraped together a wide bed with his own hands:
there was a heap of leaves big enough

Even within clauses, information tends to filter in gradually, as in this arming scene

where each line sketching out an action is followed by one filling in more detail (2a):

' Examples and citations from ancient texts are from 7LG unless otherwise noted. Translations
throughout are mine unless otherwise noted; translations of Homer are influenced by Lattimore (1951;
1967).



(2) a. adtap 8y aue dpototv £dvceto / tevxea kaAd dlog ANEEavdpog
‘EAévng Ttdoig RvkOpoto. / kKvnuidag pev mp@TA TEPL KVAUNGIV
€0nxe / kahdg, dpyvpéoioty €moupiolg dpapuiag: / Seltepov ab
Bwpnka Tept otnBeoov £duvev / oio KaotyvATolo Aukdovog
(11. 3.328-333)

And he put on his shoulders his beautiful armor, godlike Alexandros,
husband of lovely-haired Helen. First he put the greaves on his shins,
beautiful, fitted with silver straps; next he put on around his chest the
breastplate of his brother-in-law Lycaon
What is the reader to make of this quality of Homeric language? Considered as an
aspect of poetic style, it has been characterized as rapid and plain (Arnold
1861/1911:215) and even as a “triumph of pure perception” because it gives the
impression that “time and action move on at the same tune” (Vivante 1997:87). But
because of the temporal, linguistic and cultural distance between modern readers and
the context of creation of Homeric poetry, that kind of direct aesthetic and imaginative
response, while valid on its own terms, also raises questions of perspective. Is this
unfamiliar quality an aspect of poetic style that would distinguish Homeric language
from other contemporary language, either poetic or ordinary, if we had access to any,
or does Homeric language seem distinctive to modern readers primarily because it is
so ancient and foreign in language and context of production? Discussions of these
peculiarities of Homeric syntax that go beyond descriptive characterization tend to
explain them as reflecting either an unfamiliar syntactic typology, or an unfamiliar
context of production, or both. According to one theory, which I will call the archaism
theory, Homeric language preserves features of an early syntactic typology in which
this way of constructing and combining clauses is not primarily an aspect of a
particular poetic style but rather a standard feature of ordinary everyday language.

According to another, the orality theory, it is primarily the particular way in which the

Homeric poems were composed and performed that is responsible for these features.



The first two chapters of this dissertation are focused on reframing the archaism and
orality theories, which were originally proposed in the context of late 19" and early
20" century research into comparative-historical grammar on the one hand and oral
poetics on the other, in light of relevant comparative evidence that has been built up in
the context of late 20" century linguistic work on crosslinguistic syntax and structural
differences between spoken and written language, and particularly on identifying areas
where the two theories thus reframed make different predictions about what sorts of
structural differences should exist between Homeric and Classical Greek; the final two
chapters are focused on an analysis and comparison of Homeric and Classical Greek
mechanisms of quantification that provides new evidence in support of the archaism

theory.

In Chapter 1, I look at the two theories as they were originally proposed, along with
one more recent formulation of the orality theory (Bakker 1997), and draw out their
different implications for the relationship between the Homeric performance language
and the ordinary everyday spoken language of the singers and their audiences. The
archaism theory was originally proposed in the context of the 19™ and early 20"
century tradition of comparative-historical grammar; it looked at Homeric Greek
syntax in the context of the historical syntax of the Indo-European language family,
and argued that the syntax of Homeric Greek and other early Indo-European languages
was paratactic and appositional (Meillet and Vendryes 1927; Chantraine 1953).
According to the archaism theory, the syntax of the Homeric performance language
will have originally been based on the syntax of the ordinary everyday language of the
people who composed and performed it, though over time the conservatism typical of
performance languages will have resulted in the preservation of archaic syntactic
features, alongside archaic vocabulary and morphology. The orality theory is rooted in
a roughly contemporaneous 19" and early 20" century tradition of research focused on

showing that Homeric poetry is the product of oral composition and performance, and



investigating the literary and linguistic implications of that status (Parry 1928, 1929,
1930-32). I distinguish three different forms of the orality theory, which I call the oral
culture theory, the oral poetry theory, and the oral medium theory. The implications of
the oral culture theory for the relationship between the performance language and the
everyday language of the singers are indistinct from those of the archaism theory,
because the oral culture theory is basically a combination of the archaism theory with
a much broader theory about the relationship between language and culture. The other
two orality theories, however, have different implications for that relationship.
According to the oral poetry theory, the peculiarities of Homeric syntax are to be
explained primarily in terms of the specific demands of rapid online composition of
hexameter verse; this theory implies that the performance language was distinguished
from other contemporary registers by its paratactic and appositional syntax. According
to the oral medium theory, those same peculiarities of Homeric Greek syntax are to be
explained primarily in terms of constraints imposed by fast, online oral production and
processing, and are comparable to peculiarities produced by the same constraints in
spoken registers in languages like English. I argue that the oral medium theory
presents an incoherent picture of the relationship between the performance language
and the everday language of the singers, because medium was not a variable in the
relevant context; Greek culture was primarily oral during the period when the Homeric
performance language was being developed, and all contemporary registers will have

been spoken registers, equally affected by any pressures exerted by the oral medium.

The archaism and orality theories both raise questions that can best be answered by
reference to comparative evidence. The archaism theory raises the question of whether
there are any living languages that have the sort of syntactic typology it proposes for
Indo-European, and if so, whether they provide any additional evidence about the
nature of that typology; the orality theories raise the question of exactly what sort of

effects medium and other situational variables tend to have on the syntax of spoken



and written registers. In Chapter 2, I reframe these theories in light of such evidence.
Evidence relevant for evaluating the oral poetry theory comes from studies of the
structural characteristics of different registers in cultures that are primarily oral; I
show that Homeric Greek was probably a high register relative to other contemporary
registers, and that high registers in oral cultures tend to be characterized by, among
other things, syntax that is relatively less, rather than more, paratactic and appositional
than that of other registers. In practice, the oral medium theory is based on the idea
that structural differences between Homeric and Classical Greek are comparable to
structural differences between spoken and written registers in languages that have
both; I outline differences that have been found to exist between such registers, and
use them to identify predictions made by the oral medium theory about what sorts of
structural differences should exist between Homeric and Classical Greek. Evidence
relevant for evaluating the archaism theory comes from late 20" century work on so-
called nonconfigurational languages, including pronominal argument languages,
which have a typology that is very similar in many ways to the one hypothesized by
the archaism theory for Indo-European. A recent version of the archaism theory
proposes that Homeric Greek preserves features of an earlier, less configurational
syntactic typology (Devine and Stephens 2000). I identify predictions made by that
theory about what sorts of structural differences should exist between Homeric and
Classical Greek, and compare them with the predictions made by the oral medium
theory. There is considerable overlap between the predictions of the two theories, at
least on a superficial level, but the archaism theory also makes one major set of
predictions that are not made by the orality theory. For related reasons, determiners,
prepositions, certain types of quantifiers, and noun phase reflexives and reciprocals
tend not to occur in pronominal argument languages. None of those features tend to be
missing from spoken registers of languages in which they are present in written
registers. Three out of four of these features are missing from or less fully developed

in Homeric Greek as compared with Classical Greek; this is already well-established



for determiners, and for prepositions, but has not previously been shown for
quantifiers. In Chapters 3 and 4, | compare the quantifier inventories and quantifier
syntax of Homeric and Classical Greek, and argue that Homeric Greek has
mechanisms of quantification typically found in pronominal argument languages,
while Classical Greek develops the sort of structures typically found in discourse

configurational and configurational languages.



1 Two THeORIES OF HOMERIC SYNTAX
1.1 Archaism

According to the archaism theory, the distinctive features of Homeric syntax can be
explained primarily in terms of the age of the epic language. A shift in the syntactic
typology of Greek took place between the earliest stages of the language and the
Classical period, and the Homeric epics preserve syntactic features belonging to a
relatively early stage. This line of thinking was dominant in the comparative-historical
linguistics tradition of the 19th and early 20th centuries, and has been continued in the
framework of late 20th century and present-day linguistics. In this section, my goal is
to identify and summarize the main strands of the archaism theory as it appears in
arguments made in the 19" and early 20™ century comparative-historical linguistics
tradition about how Homeric Greek syntax differs from Classical Greek syntax, and
what is responsible for its distinctiveness. It will not be possible to evaluate these
arguments here; in the next chapter, [ will reframe the archaism theory in light of

comparative evidence from recent 20" century linguistic work on living languages.
p y ling g languag

Many differences between Homeric Greek and Classical Greek were explained in
terms of the general theory that in Homeric Greek, individual words and clauses were
more grammatically independent from one another than they were in the later
language (Meillet and Vendryes 1927:519-520, 578-579 etc.; Chantraine 1953:12-21,
232-235; 351-364 etc.). This independence was discussed under the heading of
‘apposition’ for relationships between words or phrases, and ‘parataxis’ for
relationships between clauses. Apposition was defined in a very broad sense and
contrasted with government and attributive modification, while parataxis was defined

by contrast with ‘hypotaxis’ or subordination. Apposition and parataxis were said to



resemble Cyclopean masonry, in which no mortar was used (Schwyzer 1947:15;

Schwyzer and Debrunner 1950:632).

1.1.1 Apposition

The term ‘apposition’ is used in two different ways in the 19" and early 20™ century
grammatical literature. First, it is used strictly, as it still is, to describe a particular kind
of relationship between noun phrases. But it also came to be used broadly, particularly
in some carly 20™ century literature, as a catch-all term to cover various other
relationships that were thought to be based on a hidden or implicit apposition, or to
derive from an earlier appositional structure, or to simply resemble apposition in some
way. Though apposition even narrowly defined is particularly common in Homer,
generally when Homeric syntax is characterized as more ‘appositional’ than Classical

Greek syntax, it is on the broad, loose definition of the term.

Apposition narrowly defined is a relationship between independent noun phrases that
share the same role in a sentence and refer to the same entity. The phrases are
independent, not in an internal hierarchical relationship (neither governs, depends on,

or attributively modifies the other), and related via shared reference.

(1) a. Alice, my friend from Ridderdorp, is coming to visit.

b. Yesterday I wrote a note to Alice, my friend from Ridderdorp.
In 1a and b above, the noun phrases ‘Alice’ and ‘my friend from Ridderdorp’ are in
apposition to one another; they have the same role, and the same referent. Appositions
of this type are abundant in Homeric Greek. They usually involve relational nouns like
Buydnp (2b), nouns describing a category of person or social role like ypfjug (2¢),
vouene (2d), Bed (2a), and BaAaurodog (2¢), or nominal epithets like AeukoBén (2b).
Many examples of apposition in Homer, such as those in 2a, occur in formulaic

phrases.



(2) a. Bed AevkwAevog “Hpn (I1. 1.55 etc.); Oea yAavk@mg 'ABrvn
(I. 1.206 etc.)
The goddess white-armed Hera; the goddess grey-eyed Athena
b. Kadpov Buydtnp, kaAiogupog Tvd / AcukoBén (Od. 5.333)
The daughter of Cadmus, beautiful-ankled Ino, Leukothea
c. ypfug Anerpain, Baiapnmorog Evpupédovsa (Od. 7.8)
An old woman from Apeire, her chamber-maid Eurymedusa
d. voueng év peyapotot KaAvyoig (Od. 5.14)
In the halls of the nymph, Calypso
Full noun phrases in apposition, though perhaps particularly common and likely to
form extended series in Homer, look much the same in Classical Greek, so this
prototypical form of apposition actually had relatively little to do with Homeric syntax

coming to be described as ‘appositional’.

A more distinctively Homeric form of apposition proper involves 0, the pronoun
derived from the Indo-European demonstrative *so-, *fo- that becomes an article in
Classical Greek. In Homeric Greek, 0 is still primarily a demonstrative; the article has
not fully developed yet (Monro 1891:232-4; Chantraine 1953:158-68). Pronominal use
of 6 is common (Schwyzer and Debrunner 1950:20-21, 207-8; Chantraine 1953:160-
61). It often appears on its own at the beginning of a line, discontinuous from an

agreeing proper name (3a-c).

(3) a. 00¢ Podv éAe paidipog Alac (I1. 23.779)
And famous Ajax took the ox
b. 1 & &pa Kompov ikave @idoupeidng Agpoditn (Od. 8.362)
And smiling Aphrodite reached Cyprus
c. @V Tva kappélovoa Axariadwv évmémAwy (1. 5.424)
Caressing some one of the beautifully dressed Achaean women

There are parallel examples involving personal pronouns, though these are less

common (4a).
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(4) a. ol wv &dnv éAdwot kai éoobuevov moAépoto/ Exktopa Mprapidny (11.
13.315-16)
They can drive off Hektor the son of Priam well enough, even though
he is eager for war
It was thought that in such contexts, though co-occurring with an agreeing nominal, 6
should probably be interpreted not as a discontinuous article (‘famous Ajax took the
ox’), or demonstrative modifier (‘that famous Ajax took the ox’) but instead as an
independent pronoun standing in apposition to the noun phrase: ‘and he took the ox,
famous Ajax’ (Chantraine 1953:160-61). That interpretation makes for a striking
contrast between Homeric and Classical Greek: what in the former is an independent

pronoun standing in apposition to a noun phrase, 0... Alag ‘he, Ajax’ in the latter

becomes a (usually continuous) determiner phrase, 6 Alag ‘Ajax’.

Most of the rest of what was discussed under the heading of ‘apposition’ requires a
broader definition of the term. The broad use of the term ‘apposition’, and the
definitions associated with it, are important because they attempt to identify a unifying
principle behind a whole range of individual phenomena. ‘Appositional’ syntax in this
broad sense is described as involving a certain freedom or looseness in agreement and
explicit marking of relationships; instead, connections are made via “mental
reactivation of an element of the sentence in another form, for the purpose of further
explanation, clarification, or correction” (Schwyzer 1947:16); individual words are
autonomous, each word itself containing sufficient information about its syntactic role
(Chantraine 1953:12) and do not govern one another (Meillet and Vendryes
1927:519); sentences are built up bit by bit through addition of successive loosely
attached expansions and extensions (Ammann 1922:7-10). The basic intuition
captured by this sort of definition was that in the earliest recorded Indo-European
languages, such as Homeric Greek, there was a syntactic principle at work that favored

mechanisms similar to those involved in apposition narrowly defined, possibly heavier

10



reliance on relationships of coreference as opposed to relationships of government and

attributive modification.

This principle was thought to express itself in the relationship between the verb and its
arguments, between nouns and their modifiers, and between prepositions and their
objects; in each case, these elements appeared to be somehow more loosely related to
one another in the earliest recorded IE languages like Homeric Greek, and over time to
gradually tend more and more to coalesce into verb, noun, and prepositional phrases
(Meillet and Vendryes 1927:519-537; Schwyzer 1947:14-16; Schwyzer and
Debrunner 1950:57; Chantraine 1953:12-21).

The argument that adjective and noun were mutually independent at some early stage,
only gradually becoming more closely associated, was supported by pointing to the
inflection of adjectives for case, number and gender, which made them capable of
independently indicating their association with a particular referent, and to the

frequent separation of adjective from noun (5a) (Meillet and Vendryes 1927:530-532).

(5) a. duei b¢ noooi médag ERaAe xpuoeiag/dpprxtouvg dAvtoug (11. 13.36-
7)
And he put unbreakable unloosable golden fetters on their feet
This evidence was taken to suggest that the adjective should in many cases be
interpreted not as a direct modifier of the noun but instead as an independent element
contributing its information in some sort of separate operation; the nature of that
operation was not precisely defined. Schwyzer (1947:16) suggests that postposed
adjectives may have been less likely to be integrated with their nouns than preposed
ones; in particular, they might be acting as equivalents to relative clauses, adding more

information about the referent in a second predication.

(6) a. ol de xohwoduevor mnpov Béoay, adtap dordrv/Beonesiny dpéAovto
(1. 2.600)
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And they, angered, mutilated him, and took away his heavenly song

For 6a this would give the interpretation ‘and took away his song, which was
heavenly’. The tendency for adjectives to have independent status was thought to exist
in both Homeric and Classical Greek, but to a greater degree in the former. Meillet
argued that in Homer, even directly prenominal modifiers should not get an integrated
interpretation, claiming for example that in the opening lines of the Iliad, “néAAag is
in fact in apposition to PUxac in the same capacity as i@8ipoug and npwwv, and
without forming a group with the following words” (Meillet and Vendryes 1927:532;
cf. Chantraine 1953:12):

(7) a. moAAag & igpBipoug Yuxdg "Aidt tpoiapev/npodwv (1L 1.3-4)
And he sent many strong souls of heroes to Hades

There are a number of different interpretations of the line that would be compatible
with that description. One major problem is whether to interpret the adjectives as
modifiers of implicit pronouns that corefer with the noun (‘numerous ones, and strong
ones, he sent souls to Hades, ones belonging to heroes’) or as secondary predicates
(‘numerous and strong, he sent souls to Hades, belonging to heroes’) — in other
words, are the adjectives ‘acting as substantives’, or are they like reduced relative
clauses, separate predications that consist of only one word, or are they sometimes one
and sometimes the other? If they are sometimes one and sometimes the other, what
determines the variation? Since the overall theory of appositional syntax is formulated
in broad, general terms and leaves a lot to be explained, it is not surprising that the
appositional accounts of relations between specific categories do too; these questions

will come up again in Chapter 2.

Now for the relationship between the verb and its arguments. Here, the omissibility of
lexical arguments was cited as evidence of a loose relationship (Meillet and Vendryes

1927:522-23, 536-37; Chantraine 1953:7). In both Homeric and Classical Greek, a
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finite verb standing on its own is interpreted as having a pronominal subject (¢ppVoato
in 8a), and may under various conditions also be interpreted as having a pronominal
object (méudovotv in 8b), though the verb carries person and number information only

for the subject.

(8) a. &AN 008 (¢ ETdpoug épplcato, Euevig mep (Od. 1.6)
But even so he did not save his comrades, though he tried
b. ol kév pv nept kfipt Oeov W¢ Tiproovat, téuovoty & v vni @iAnv £¢
natpida yaiav (Od. 5.37)
They will honor him as a god in their hearts, and send [him] in a ship
to his own fatherland
It was argued by analogy that lexical and independent pronominal subjects and objects
actually stand in apposition to the pronoun(s) implied by the verb rather than agreeing
directly with the verb (9a) (Meillet and Vendryes 1927:519; Schwyzer and Debrunner

1950:242).

(9) a. Epxeron (S50:242)
He goes
b. 0 &vnp £pxetat

He goes, the man
A stronger role for case was thought to come along with this: “an Indo-European verb
did not ‘govern’ the case of its complement; the noun apposed to the verb would
appear in the case demanded by the meaning that it itself expressed. This state 1s still
recognizable in the most ancient Greek texts” (Meillet and Vendryes 1927:522; cf.
Chantraine 1953:35). Various types of agreement mismatches were cited as evidence
that so-called agreement was actually not grammatical but the accidental result of verb

and noun both getting their number from the same referent (Meillet and Vendryes

2 Sources of borrowed examples are indicated throughout by the first letter of the first author’s last
name followed by the final two digits of the date and the page number (e.g. M27:541 = Meillet and
Vendryes 1927:541); for groups of examples from the same page of the same source, a single reference
indicates the source of the entire group; glosses and English translations are from the original sources,
but I have translated French and German translations into English.
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1927:541). When the subject was a group noun, for instance (1] tAn60¢ in 10a), there

could be a conflict between sense and grammatical number (Meillet and Vendryes

1927:541):

(10) a. “Qq @daocav 1 TAn0Ug (Il. 2.278) (M27:541)
So they said, the crowd

It was observed that grammatical agreement seemed to become stronger over time; in
Latin, plural agreement with group nouns was found to be more common in comedy
and in Livy than in Caesar or Cicero (Meillet and Vendryes 1927:542). Like the
appositional theory of the adjective-noun relationship, this account of how the verb
relates to its subject and object raises several basic questions. Is the omissibility of
pronominal subjects and objects good evidence that when a lexical subject or object
occurs, it should be interpreted as standing in apposition to a pronoun implied by the
verb? Is there evidence for a verb phrase? Is the argument weaker for objects because
the verb is not marked for agreement with the object? What are the characteristics of

the implied pronouns? These questions will come up again in Chapter 2.

The third major piece of evidence for ‘independence of terms’ in Homeric Greek was
the status of preverbs/prepositions, which were thought to have developed from
independent adverbs. The picture was that this process of development was still
ongoing in Homer, where such words can act as adverbs, separable preverbs, or
prepositions, but complete in Classical Greek, where they appear only as verb affixes
or true noun-governing prepositions. Evidence for this theory came from optionality
and word order. First, in some situations, use of a preposition is optional in Homer but
required in Classical Greek. This was taken as more evidence that the role of case was
stronger in Homer than in later Greek, so that there was less need for prepositions

(Chantraine 1953:35). In Homer, for instance, the goal of a verb of directed motion
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can be a simple noun phrase (11a), whereas in Attic prose, such verbs require a

prepositional phrase object (11b) (Kiithner-Gerth 1898-1904/1955:449-450):

(11) a. mediov & aopikovro (Il. 24.329); kAioinv MInAniddew dpikovro
(24.448)
Arrived at the plain; arrived at the tent of the son of Peleus
b. a@ikvoUvtal énl OV Mdaokav notaudv (Xen. Anab. 1.5.4)
They arrived at the river Maskas.

Second, in Homer such words can appear in a variety of different positions (12a, b, ¢)

while in Classical Greek they must either be a verb prefix or directly precede a

nominal object (12d) (Meillet and Vendryes 1927:520-522).

(12) a. €Ake & Ur €k PeAéwv (I1. 4.465)

And dragged him out from under the missiles

b. €k &€ pot €yxog / RixOn maidunerv (1. 3.367-8)
And my spear flew out from my hands

c. £k O kAfpog 06pe (I1. 23.353-54); €k & £Bope kAR pog (Od. 10.207)
The lot jumped out

d. AbVoavdpog & ¢k tiig Podov mapa tv Twviav eKAET Tpog TOV
‘EAAorovTov npdg Te TV TAOIWV TOV EKTTAOUV Kal £Xl TAG
ageotnkuiag avt@v noheig (Xen. Hell. 2.1.17)
Lysander sailed out from Rhodes along Ionia towards the Hellespont,
against the rebel cities and against the sailing out of supply ships

It was also suggested that prepositional phrases might have developed from structures
in which a lexical noun would stand in apposition to the implied pronominal object of

a preposition (Schwyzer 1947:14): in 12b, for example, this would give the

interpretation ‘out of them, my hands’.

Common to all of these aspects of the theory of apposition is the idea that the syntax
of Homeric Greek operated on a principle of ‘independence of terms’. To say that
Homeric Greek syntax is ‘appositional’ in this sense is to say that in Homer, there is a

tendency for individual words of various categories to contribute information in
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separate operations, rather than binding together into hierarchically organized phrases
as they tend to do in later Greek. In spite of this independence, various kinds of
relationships among these words have to be indicated somehow, and the theory 1s less
clear about exactly how that is supposed to work. The general picture is that relations
are ‘loose’ and ‘flexible’. But when more specific suggestions are made, another
common thread appears in the form of the recurring suggestion that these relatively
independent relations may be based on apposition between implied pronouns and
lexical nouns. ‘Independent’ adjectives and prepositions could be respectively
modifiers and governors of implied pronouns standing in apposition to lexical nouns,
rather than direct modifiers or governors of lexical nouns. ‘Independent’ subjects and
objects could be standing in apposition to pronouns implied by the verb, rather than
directly agreeing with or being governed by the verb. In more recent linguistic work,
proposals very similar to these have been made about the structure of living languages,

so this thread will resurface in Chapter 2.

1.1.2 Parataxis

The theory of parataxis and the theory of apposition broadly defined are similar in that
they both characterize grammatical relationships in Homer as involving a high degree
of ‘independence’ and ‘looseness’ as opposed to dependency and integration.
According to the theory of apposition, the elements of simple clauses in Homer are
organized on a principle of ‘independence of terms’. According to the theory of
parataxis, there is a similar tendency toward independence in relationships between
Homeric clauses. The theory was based on a two-way distinction between ‘parataxis’
and ‘hypotaxis’ (Thiersch 1829; Lange 1852/1887). Generally speaking, ‘hypotactic’
meant ‘subordinating’, and subordination was defined roughly as a relationship in
which one clause was primary and the other somehow dependent on or embedded in it
(some definitions stressed the idea that subordination bound clauses tightly together,

whereas non-subordination left the relationship looser (Kiihner-Gerth 1898-
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1904/1955:347-351)), while parataxis meant non-subordination, defined as a

relationship in which neither clause was grammatically dependent on the other.?

By that definition, simple juxtaposition (13a) and clause linking by discourse particles

(13b), and coordinated clauses (13c¢) are paratactic clause combinations.

(13) a. &AAG kod ¢ ¢0éAw dpevat dAv el 16y’ duervov- fovAoy’ Eyw

Aaov o@v Eupevon 1 aroAécBot (11. 1.116-117)
But even so I am willing to give her back if that is better; [ want the
people to be safe, not to die

b. "Q¢ #paf’, "Extwp & ol T1 Bed¢ #mog fiyvoincev, aipa & EAvg’
ayopnv- émi tevxea & éoogvovro (I1. 18.808-9)
So she spoke, and Hector did not disregard the advice of the goddess,
but swiftly broke up the meeting, and they hastened to their weapons

c. o0d amélvoe O0yatpa kai ok anedé€at’ dnowa (11. 1.95)
He did not release his daughter and he also did not accept the ransom

One influential typology of subordinate clauses divided them into three types based on
their resemblence to elements of a simple clause (Herling 1827-1830). Nominal
clauses, such as indirect statements, questions and fear clauses, act as subject or direct

object of a verb (14a); adjectival clauses, such as relative clauses, act as modifiers of

nominals (14b); and adverbial clauses act as modifiers of the verb phrase (14c).

(14) a. yiyvwokw & 611 pot mpdepwv katévevoe Kpoviwv / viknv kai péya
kGdo¢ (Il. 8.175-6)
I see that the son of Cronos assented graciously to victory and great
glory for me

¥ There was considerable discussion about how exactly to define subordination, and many different
types of criteria for identifying it were proposed (see for example Hermann 1895; Paul 1880:223-230;
Kiihner-Gerth 1898-1904/1955:347-351). Hermann (1895), for instance, setting out to list indicators of
grammatical subordination, sets up two preliminary distinctions, between ‘logical’ versus ‘grammatical’
subordination on the one hand and ‘implicit’ versus ‘explicit” subordination on the other. These
distinctions were meant to deal with particular classes of confusing examples. For Hermann, a sentence
like ‘he’s happy — he’s eating ice cream’ involves ‘logical’ but not ‘grammatical’ subordination,
because the second sentence is ‘logically’ but not syntactically dependent on the first, and in the
sentence ‘he’s happy he’s eating ice cream’, the grammatical subordination present is ‘implicit” because
it is overtly marked only by prosody.
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b. Mueig 8¢ peydloro Adg medwueda BovAf, / 6¢ ndot Bvrroiot kal
aBavarotowy avaooet (11. 12.241-2)
Let us trust the counsel of great Zeus, who rules over all mortals and
immortals
c. twoiunv & wg tiet 'Adnvain kai AnéAAwv (11. 8.540)
And be honored the way Athena and Apollo are honored
So, what gave rise to the characterization of Homeric syntax as ‘paratactic’? Evidence
cited in support of the parataxis theory was of two basic kinds. On the one hand, there
was simply thought to be a relatively high rate of occurrence of paratactic as opposed
to hypotactic clause combinations overall in Homer, as well as use of parataxis for a
particularly wide range of purposes. And on the other hand, there was a lot of
discussion centered around scenarios in which the gradual development of a
subordinating construction out of a hypothesized paratactic antecedent was supposed

to be either still underway, or at least visible via fossilization of various stages, in

Homer, but complete in Classical Greek.

The characterization of Homeric syntax as ‘paratactic’ is partly just a matter of relative
frequency of parataxis as opposed to hypotaxis. Though there was some debate about
whether Indo-European had subordinate clauses at all (e.g. Hermann 1895, and see the
useful summary of this debate in Harris and Campbell 1995:25-7), it was generally
agreed that Greek, by the Homeric period, already had subordinate clauses. For
Homeric Greek, discussion focused on how much and what sorts of subordination
were present. Generally, there were thought to be at least some examples in Homer of
all the basic types of subordination found in classical Greek, but there was more
disagreement about how to analyse classes of examples that were ambiguous in one
way or another and could be argued to be more or less hypotactic or paratactic; this
resulted in somewhat differing estimations of the overall extent of development of

subordination in Homer (Monro 1891; Delbriick 1893-1900; Kiihner-Gerth 1898-
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1904/1955; Meillet and Vendryes 1927; Schwyzer and Debrunner 1950; Chantraine
1953).

Regardless of how fully or not fully developed hypotaxis was thought to be, it was
agreed that parataxis was particularly important in Homeric Greek (Classen 1879;
Hentze 1888; Schwyzer and Debrunner 1950:633-634; Chantraine 1953:232-235; 351-
364). Particular attention was paid in this context to Homeric examples that were
thought to involve semantic but not syntactic subordination of one clause to another.
In these cases, parataxis leaves implicit a semantic relationship between two clauses
that could be syntactically marked by subordination (such as, for example, through the
use of a temporal clause or clauses in 15a, a causal clause in 15b or relative clause in

15¢) (Stanford 1959:1xxxi; Chantraine 1953:351-364).

(15) a. @UAAa td pév T dvepog xapddic xéel, dAAa 8¢ 6" UAn / tnAebéwoa

@UeL, €apog & émyiyverar Opn (I1. 6.147-8) (S59:1xxxi)
The wind scatters leaves to the ground, the wood grows others that
flourish, the season of spring arrives

b. aAAa yA@ooo pépikro, moAvkAntol & €oav avdpeg (11. 4.437-8)
(C53:357)
But their speech was mixed, and the men had been called from many
places

c. oUvek AxtAAevg / €€edvn, dnpov 8¢ paxng énénavt’ dAeyeiviic
(11.20.42-3) (C53:354)
Since Achilles was now to be seen, and he had quit the hard fight for
too long

Classen, discussing this pattern, offers translations from Homeric parataxis into

Classical Greek hypotaxis (16a-b):

(16) a. ’'ldouevel mepl pév o€ tiw Aava®dv...qAN Spoev noAepovd (11. 4.257)
(C79)
Idomeneus, I honor you above the Danaans....now then, rise to battle
b. &g oe tiw nepl mdvtwv...obtw Kai viv Gpoeo mOAepdvde
Since I honor you above all...therefore now also rise to battle
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Passages containing particularly long series of paratactically linked clauses were also

cited as illustration of a systematic preference for parataxis in Homer (17a)

(Chantraine 1953:355-6):

(17) a. Tov & 0 yépwyv Ipiapoc npdtog 1dev d@baAuoiot / naugaivoved (g

T &otép’ éneocuevov medioro, / 8¢ pd T dndpn giotv, dpilnAot 8¢ ol
avyai / @aivovrail toAAoiot pet’ doTpdaot VUKTOC AUOAY® / BV te
KOV 'Qplwvog énikAnotv kaAéovat. / Aaumnpdtatog pev 6y €otl,
KakOV O¢ T€ ofjua TéTuktal, / Kal te @éper TOAAOV TUPeTOV de1hoiot
Ppotoiowv (Il. 22.35-41) (C53:355)
Him the old man Priam was first to see with his eyes, shining like the
star, speeding across the plain, which appears in late summer, and its
brightness stands out, shining among many stars in the dark of night,
which they call by the nickname dog of Orion. It is the brightest, but
it was made as a baneful sign, and brings much fever to wretched
mortals

So, a big part of why Homeric Greek was characterized as paratactic was just that

parataxis was noted to be particularly abundant and versatile in Homeric Greek. But

there was also another side to the argument, having to do with the kinds of hypotaxis

found in Homer.

There is a basic story that is told repeatedly in the ‘complex sentence’ sections of the
standard Greek grammars that came out of the 19" century comparative linguistics
tradition. In this story, a hypotactic clause-combining construction develops gradually
from a more paratactic form of clause combination, evidence for which is provided by
Homer.* Discussion of subordination in Homer took place against that background.
Different types of Homeric examples of a given construction were looked at as fossils
left over from different (and potentially transitional and ambiguous) stages in the
course of a hypothesized historical development. Particular examples, and particular

classes of examples, were argued to be ambiguous between paratactic and hypotactic

* Use of the terms ‘parataxis’ and ‘hypotaxis’ (in German, ‘beiordnung’ and ‘unterordnung’) is tied up
from the beginning with the idea that, historically, hypotaxis develops out of parataxis (Thiersch 1829;
Lange 1852/1887).
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structure, or to lean more toward one or the other end of the spectrum. Central to such
argument was the identification of properties that could indicate the presence of
subordination. Hermann (1895) lists eleven properties, including: presence of special
subordinating connective words; change of person; change of mood; change of tense;
Intonation; tempo; duration of pause between clauses; clause positioning; word order;
verb accent (for Sanskrit); tmesis (for German); and presence of words (other than
conjunctions) that appear only in subordinate clauses. In what follows I summarize
some of the main points made in 19™ and early 20™ century grammatical work about
finite subordinate clauses in Homeric Greek, and about differences between Homeric

and Classical Greek 1n the realm of subordination.

Mood as an indicator of subordination

Between the Homeric and Classical periods, the the use of mood became more
restricted and associated with specific syntactic contexts (Monro 1891:293; Chantraine
1953:205-231). Evidence of this change comes in a few different forms. First, use of
the subjunctive in independent sentences is in Classical Greek limited to hortatory,
deliberative and prohibitive clauses, whereas in Homer it can appear in all types of
independent clauses, including affirmatives (18a), negatives (18b) and interrogatives

(18¢c) (Monro 1891:248-293).

(18) a. tRv uév Ey® obv vni T £urj kal £Uoi¢ £Tdpoiot / TEPPW, Eyw 8¢ K

dyw Bpionida kaAAindpnov (11. 1.183-4)
Her I will send with my ship and my companions, but I will take
away fair-cheeked Briseis

b. 0V ydp nw toioug idov avépag 00de 1dwpan (11. 1.262)
For I have never seen men like them nor will

c. &G Tig To1 Mpdpwv Eneotv melbntat Axandv (11, 1.150)
How can anyone of the Achaeans willingly obey your commands?

Second, use of the particles &v and kev becomes more mechanical over time; both

subjunctive and optative can be used in conditional clauses in Homer either with or
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without &v or xev, with different shades of meaning, whereas in Classical Greek the
subjunctive 1s almost always and the optative almost never accompanied by a particle
(Monro 1891:293). Third, in Classical Greek, there is a sequence of mood system
whereby the optative is often substituted for the indicative or subjunctive in a
subordinate clause in secondary sequence. The optative is rare in primary-sequence
subordinate clauses. This system 1s less developed in Homer (Monro 1891:248-293;
Schwyzer and Debrunner 1950:302-338, 333-4; Chantraine 1953:205-231, 249, etc.).
In Homer, the optative is used freely after present as well as past tenses. In sequence
of mood it primarily replaces the subjunctive, apparently substituting for the indicative
only in indirect questions. Overall, the use of mood in Homer was more semantically
and less syntactically governed than in later Greek, and was used more often as a
means for getting across specific shades of meaning in varied situations and less often

as an indicator of subordination in specific syntactic contexts.

Relative clauses

Relative clauses, including correlatives, were reconstructed for Indo-European
(Delbriick 1893-1900 vol. 5:316-318; Meillet and Vendryes 1927:570). A relative
pronoun stem *po- was reconstructed, along with a demonstrative *so-, fo-, and an
interrogative and indefinite *k*i/k”o; derived from these were, respectively, the Greek
relative Gg, 1], 6, the demonstrative (and in some dialects relative and/or article) 0, 1,
10, which in Homer is the usual antecedent for the relative in correlatives, and the
interrogative and indefinite tic, ti/T1g, T1, which can combine with the relative to form
the indefinite relative 8¢ tic (Monteil 1963:1-17).> Many of the conjunctions involved
in other types of subordination in Greek were analyzed as being historically derived
from relative pronouns, and the constructions they introduce as being derived from

(cor)relative clauses.

> 1t was thought that 6, 1j, 6 in Homer was primarily demonstrative but showed some signs of
development toward the relative function it had in dialects such as lonic (Monteil 1963:21-22).
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Some differences were observed to exist between Homeric and Classical Greek with
regard to attraction in relatives. In Attic prose, it is common for a relative pronoun
with omitted antecedent to take the case required by the main clause role of the
relative clause, if its relative clause case would be accusative and its main clause case

genitive or dative (Schwyzer and Debrunner 1950:640-41; Chantraine 1953:237)

(19) a. kaiéupévopev oig wpoAoyrioapey dikafoig obotv fj ob; (PL. Cri.
50a2-3) (S56:5683)
And do we stand by what we agreed was just or not?

This so-called “attraction’ of the relative is very rare in Homer; when the antecedent is
omitted the relative pronoun still retains the case required by its role in the relative

clause (as in 20a below) (Schwyzer and Debrunner 1950:640-41; Chantraine
1953:237).

(20) a. o0 yap Eeivoug of ye uaA’ avBpwmnoug dvéxovtat / ovd dyanaldpevor
@1Aéoud’, 66 K’ &AAoBev €O (Od. 7.32-33)
For they do not much put up with strangers, and do not hospitably
entertain people who come from elsewhere

The attraction seen in Attic was thought to tie the relative and main clause more
strongly together, by allowing the relative clause to function directly as object of the
main clause (Schwyzer and Debrunner 1950:640). It was noted that another type of
attraction found in both Attic and Homer, so-called inverse attraction, in which the

antecedent is attracted into the case of the relative (Chantraine 1953:237-238), does
not have that effect (Schwyzer and Debrunner 1950:640-41).

(21) a. @uhakag & ag eipeat fpwg / o Tig KEKPLUEVN PUETAL 6TPATOV OVOE
@uAdooet (11. 10.416-7) (C53:237)
But as for the guards you ask about, sir, none is dedicated to watch
and guard the camp
b. viieg Soat mp&tan eipvatar dyxt Oaddoong EAkwuev (11. 14.75-6)
First, however many ships are drawn up close to the sea, let us drag
them
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The non-appearance of attraction of the relative to the case of the antecedent in Homer
was seen as evidence of a trend toward increasing integration between main and

subordinate clause between Homeric and Classical Greek.

Adverbial clauses

The clauses classed as adverbial include temporal, conditional and purpose and result
clauses. These are usually introduced by a subordinating conjunction. Many of these
subordinating conjunctions originated in forms of the relative pronoun stem 6¢, or
adverbs derived from it. Relative adverbs, like pronouns, can appear in correlatives;
there are matched pairs based on the same stem, like tote...0te, TO@pA...0@pa, and
TW¢/(G...w¢, and adverbs from different stems, like té@pa and €wg, are also used
together to form correlatives. A typical route was outlined for development of a
(cor)relative adverb into a subordinating conjunction. First, the correlative antecedent
would come to be regularly omitted. This was thought to occur particularly easily in
the case of adverbs, since unlike the correlative pronoun, which often differs from its
antecedent in case, a correlative adverb is just a copy of its antecedent and can be
omitted with no loss of information. Second, the adverb, or adverbial use of the
pronoun, would through regular use in a particular context lose its adverbial (local,
temporal, instrumental etc.) meaning and become a semantically bleached marker of
subordination. The manner adverb g, for example, appears to have undergone this
type of development. In correlatives it has the adverbial meaning “in which manner...
in that manner” (22a). When the correlative antecedent is omitted, w¢ on its own acts
as an adverbial conjunction, “in the manner in which” (22b). In clauses expressing
purpose or result, the meaning “in such a way as to/that” or simply “in order/so that”

develops (22c¢).
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(22) a. twg O ¢ amexBrpw wg vov EkmayA’ égiAnoa (11. 3.415)°
And hate you just the way I now vehemently love you
b. tolunv & w¢ tiet ABnvain kai AndAAwv (11. 8.540)
And be honored the way Athena and Apollo are honored
c. olowv émi Zelg Bijke kakOV pépov, we kai dricow dvBpwmolst
neAdued’ doidipor éscopévorot (I1. 6.357-8)
On whom Zeus set a bad fate, in order/so that later we may be made
subjects of song for men of the future
Similar paths were proposed for the development of other subordinating conjunctions
that could introduce purpose and result clauses, such as Tva, originally a locative
and/or instrumental adverbial, G@pa, originally temporal, and Onwg, the indefinite
counterpart of w¢. Correlative adverbial uses of such conjunctions tend to occur in
relatively higher proportion in Homer than in Classical Greek. ‘Q¢ for example is very
often correlative in Homer (one count found 115 correlative manner adverbial, 15 non-
correlative manner adverbial, 50 final and 2 consecutive uses of w¢ in Homer), but
after Homer use of w¢ as a correlative becomes rare and its use as a non-correlative
adverbial or final/consecutive conjunction becomes more common (Monteil 1963:330-

364). This was taken as evidence of a trend toward development of more hypotactic

clause combination between Homeric and Classical Greek.

Complement clauses

The use of finite complement clauses, including indirect statements, indirect questions,
and clauses serving as objects with verbs of wishing and fearing, was argued to be
more limited in Homer than in Classical Greek. Evidence cited in support of this
argument came from correlative structure, differences in use of mood and tense, and

frequency of occurrence compared with other competing constructions.

¢ The pair wG...Tw( is quite tare (I1. 3.415 is the only instance in Homer and there are few elsewhere);
the usual demonstrative counterpart of w¢ in Homer is &¢; G8e and oUtoc also occur (Monteil

1963:330-332).
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The development of finite indirect statement and indirect question constructions was,
like the development of adverbial clauses, ultimately traced back to the relative clause
(Chantraine 1953:288-299). The conjunctions used to introduce indirect statements in
Homer are 6, 6t(t)1 and 6te, obveka and w¢. The complementizer function of &
(sometimes accompanied by indefinite t1, 611, or te, 0te). The relative pronoun 6(t1)
could as a neuter accusative have the meaning ‘with respect to the fact that” and be
used as a causal adverbial conjunction (23a and b).” In certain contexts, the causal

meaning shifted in the direction of the complementizer meaning ‘that’ (23c¢ and d).

(23) a. €yxei & avtog / Tpwol @rAontoAéuoiot HeTampénw, 6 o@Lv auovw /

Apap dvaykaiov (Il. 16.834-6)
And | with my spear stand out among the warlike Trojans, because |
ward off from them the day of necessity

b. Ov mepl ndong tiev ounAiking 6ti ol @peotv dptia ROn (Il. 5.325-6)
Whom he honored beyond all of his agemates because his character
was suitable

c. xaipe & '0dvooeig,/6tt wv ©O¢ Urédekto (Od. 14.51-2)
Odysseus was delighted [because/regarding the fact that] he received
him that way

d. oVte 1 djuiov GAAo mpavokouat o0 dyopedw,/dAN Euodv avTob
XPETLOG, G oL KaKA EUneceV oikw,/801d (Od. 2.44-6)
I will not raise or argue any other public issue, but my own need,
[because/namely the fact that] twofold evils have come upon my
house

The development was thought to be similar for the conjunctions obveka (from ov
£veka, ‘on account of which”) (24a) and w¢ (24b), which could both have causal
adverbial meaning and both showed up in the same kind of borderline

adverbial/complement context.

(24) a. mevBeto yap Kimpov d¢ péya kAéog olvek’ Axaioi/éc Tpoinv viigooty
avoamAevoecBat EpeAdov (11. 11.21-22)

7 In an example like 23a, the pronoun 6 could be either a neuter singular accusative from the relative 8¢
1 8, or a masculine singular nominative from the primarily demonstrative 6 1} 6 (in 23a this would
mean ‘I who’).
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A great rumor had reached Cyprus, [regarding the fact that/that] the
Achaeans were going to sail in ships to Troy .
b. 'Atpeidnv 8¢ kai adrol dkoveTe VooV €6vTeG, / (O¢ T NAD” (¢ T

Afyro00¢ éunjoato Avypdv SAebpov (Od. 3.193-4)

You yourselves have heard, though you live far away, of Atreides,

how he returned and how Aegisthus planned his miserable death
With the meaning ‘that’, 8(t1), ®¢ and oUveka are used in Homer to introduce clauses
of indirect discourse governed by verbs of thought, perception, and speech (25b);
(Goodwin 1890:261-62; Monro 1891:245; Chantraine 1953:289-91); 6(t1) can still be

correlative in structure when used that way (25a).

(25) a. Agbooete yap T ye mavteg 6 pot yépag pxetat dAAn (11. 1.120)
You all sce this, [the fact that/that] my prize goes elsewhere
b. yiyvdokw & 6t por mpd@pwv Katévevoe Kpoviwy vikny kal uéya

k0dog (11. 8.175-6)

I see that the son of Cronos assented graciously to victory and great

glory for me
In both Homeric and Classical Greek, indirect questions are most commonly
introduced by the indirect interrogative, which is identical in form to the indefinite
relative (26¢) (Monro 1891:237-238; Chantraine 1953:292-96).* Indirect questions
introduced by direct interrogatives are rare (Monro 1891:216; Monteil 1963:145). The
context for development of the indirect interrogative function of the indefinite relative
was thought to be sentences in which a verb of asking had an overt nominal or

pronominal object that was defined by an indefinite relative (26a and b) (Monteil

1963:145-158).

(26) a. €I &vop’, OtT1 og Kelb1 kKAAeov pnTnp e Tathp te (Od. 8.550)
(M63:147)

¥ The regular relative is sometimes also used this way, with verbs of knowledge and recognition, but not
verbs of asking (e.g. 11.-497-98 t61e 8¢ yvwoeobe fxaotog Innovg Apyeiwy, ol devtepot of te mdpoiBev
‘then you will recognize the horses of the Argives, which are in front and which are second’) (Monro
1891:237).
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Tell me the name which/whatever your mother and father called you
there
b. €l dye pot kai tévde @ilov tékog 8¢ T1g 68 €oti (11. 3.192)
(M63:148)
Come now, tell me about that one, dear child, who(ever) he 1s
c. avtap éneita / deinvou nacoapévw ipnodued’ ol Tivég éotov /
avdpav (Od. 4.60-62)
When you have had a meal we will ask you who among men you are
It was argued on the basis of various forms of evidence that in Homer, finite
complement clause indirect discourse was not as fully developed as it was in Classical
Greek. First, complement clause indirect statement occurs most often in Homer with
verbs of emotion, thought and perception, and occurs only rarely with verbs of saying;

instead, in Homer, the most common form of indirect statement with a verb of saying

is @nut with the infinitive (27a) (Schmitt 1889 via Goodwin 1890:262):°

(27) a. AP Ydp Té pué enot Bea OfTig apyvpdmela/dixOadiac kApag
@epépev Bavdatolo téhoode (1. 9.410-11)
My mother, the goddess, silver-footed Thetis, says that I carry a
twofold fate toward my day of death
Second, it was argued, against the background of the historical course of development
outlined above, that the structure of finite indirect discourse in Homer is often open to
being interpreted as adverbial and/or correlative, and so not that of a true complement

clause acting as object of the main clause verb (Monro 1891:245; Chantraine

1953:288-92).!° Third, the conjunctions used to introduce indirect statement became

? In Classical Greek, the finite clause construction is preferred with common verbs of saying like Aéyw
and einov, and the infinitive with ¢nut. In Homer, one count found 130 instances of ¢nut with the
infinitive, versus 16 instances of a verb of saying followed by a finite clause introduced by 6, 611, 6111,
&g, &g or olveka; of four instances of indirect discourse with gimov in Homer, two take the infinitive
and two a finite clause (Schmitt 1889 via Goodwin 1890:262).

' It was also noted that finite clauses as subjects of impersonal constructions are rare in Homeric
Greek; in Homer, impersonal constructions are more likely to take infinitives, usually with a dative of
interest, but sometimes with an accusative subject, as in viv 8¢ pe AevyaAéw Bavdtw efuapro aAdvar
‘now it is fated that I be overcome by a horrible fate’ (1. 21.281, Od. 5.312) (Schwyzer and Debrunner
1950:646).
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more specialized over time. For indirect statement, only 6t1 and wg, of the five

Homeric possibilities, appear in this role in Classical Greek (Monteil 1963:398-400).

Finally, Homeric Greek and Classical Greek have different systems for handling tense
in indirect discourse. In Classical Greek, when the main clause verb is past tense, the
subordinate clause verb has the same tense that a direct quote would have (‘he said
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“I’m walking’’” becomes ‘he said he is walking’), so that the tense of the subordinate
verb is interpreted relative to that of the main-clause verb. In Homer, however, after a
past-tense main clause verb, a subordinate clause verb that would be present in a direct
quote is imperfect (‘he said “I’m walking’’’ becomes ‘he said he was walking’), and
one that would be perfect is pluperfect (‘he said “I have walked”’ becomes ‘he said he
had walked’). The aorist indicative of the subordinate clause in (28a) would in Attic

most likely take the form of a present indicative or optative (28b) (Goodwin 1890:261-
62):

(28) a. émel ylyvwokov 0 dn kakd undeto daipwv (Od. 3.166) (G90:261-62)
Since I recognized that the god was devising evils
b. éylyvwokov &t1 kakd uridoito/undetal
I recognized that he was devising evils
Though sequence of tense was sometimes cited as a marker of subordination
(Hermann 1895), it was also argued that the Homeric tense-shift system was more
compatible with a paratactic interpretation than the Classical system (Goodwin
1890:262; Monro 1891:245). Each system can be seen as more or less hypotactic and
integrating. The Classical Greek system could be seen as integrating, if it is a system
of relative tense, in which subordinate clause verb tense is interpreted relative to main
clause verb tense, or as non-integrating, if direct discourse tense is being reproduced
as it would be in a quote (i.e. in 28a, the direct thought would be kaka urdetar, ‘he is
devising evils’). The Homeric system could be seen as integrating, if it is a system of

sequence of tense in which the subordinate clause verb tense changes according to

29


file:///ir/bezai

main clause verb tense, or as non-integrating, if what is happening is that the two
clauses are actually independent, so that the statement clause has the tense it would
have to have if it were not subordinated but independent (i.e. in 21a, the independent
clauses would be €ylyvwokov ‘I recognized this/it” and kakd undeto ‘he was devising

evils’).

So, some types of complement clause, such as indirect statement and the most
common type of indirect question, were thought to have developed out of relative
clauses. Others, such as the complement clause objects of verbs of fear or deliberation,
were thought to have developed directly from corresponding independent clauses, like

those in 29a and b below (Monro 1891:254-257).

(29) a. unf T xoAwoduevog pé&n kakodv viag Axandv (11 2.195) (M91:254)
May he not in anger do some harm to the sons of the Achaeans
b. a0 yévw peta toiot..ne Béw peta o avtig (11 10.62-3) (M91:253)
Should I remain here with these men...or run after you immediately?
The story of this development was as follows. First, these clauses were habitually
paired with other independent clauses of certain types. A negative wish would be
introduced by a separate statement of fear, or a warning or command (‘I am afraid;
may he not...’; ‘Take care/see to it; may he not’), and disjunctive deliberatives by a
statement of deliberation (‘I thought it over; should I...or should I...”). In such
contexts, the independent clauses were reanalyzed as subordinate, and the particles
that introduce them reinterpreted as subordinating conjunctions, yielding subordinate
clauses of fear (30a), negative purpose clauses (30b), and subordinate clauses of

deliberation (30c) (Monro 1891:254-255; Chantraine 1953:266-73).

(30) a. Oeldw un kal teiyog bnépuopov e€adandén (11. 20.30)
I am afraid lest he even, going beyond fate, attack their wall
b. t®v dAegivw @Rty &devkéa, un Tig omicow pwpevy (Od. 6.273-4)
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I watch out for their harsh speech, lest someone should blame me
later )
c. Anipofog 8¢ dravdiya pepunpiéev/n...£tapicoaito...n NELPRoALTO...

(I1. 13.455-7)

Deiphobus debated between two possibilities, whether to take as a

companion...or make an attempt...
Change of mood was used as a diagnostic for the presence of subordination; an
example like 30a could possibly be interpreted as two sentences or as a main and
subordinate clause, but in an example like 30c, the optative is best explained in terms
of sequence of mood (Monro 1891:254). It was argued that in Homeric Greek contains
a relatively large number of examples that could be interpreted as paratactic, or that at
least show signs of not being very far removed from paratactic origins. Fear and
negative purpose clauses of this type in Homer almost always express a present-tense
fear on the part of the speaker, which leaves them open to a paratactic reading (‘I’m
afraid; may my enemy not kill me’); fear and purpose clauses expressing fear on the
part of a third party or a speaker’s past-tense fear, which do not make sense on a
paratactic reading (“My enemy is afraid; may I not kill him’; ‘Before I killed him, 1
was afraid; might my enemy not kill me’) are rare (Monro 1891:256-257, 261-2, 267,
270-1, 287-88). In Classical Greek, it is unusual for negative purpose clauses to be
introduced by un standing alone; instead they are introduced by pf combined with one
of the regular subordinating conjunctions used in positive purpose clauses. Such
combinations also occur in Homer, but they are less common than bare ur." Finally,
Meillet (1927:587) notes that purpose clauses in general in Homer, including negative
purpose clauses, are always placed after the main clause (the first example of a

purpose clause that precedes the main clause is found in Aeschylus; in Herodotus and

" One count found in Homer 108 negative purpose clauses with bare urj, 26 with fva ur, 10 with @g prj,
and 3 with S@pa pn (8@pa, which is found only in epic, is the most common conjunction in purpose
clauses in Homer), versus, in Aristophanes and Herodotus, 8 bare uy and 50 pr plus particle, and in a
sample of Attic prose, only scattered examples of bare prj (Weber 1884:24-25, 27-28, 113-115, 128-
130, 134, 184).
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later texts it becomes common) and that this could be explained by their having

originated 1n a juxtaposition of two independent clauses.

1.1.3 Summary

In the 19™ and early 20™ century comparative-historical linguistics tradition, syntactic
differences between Homeric Greek and Classical Greek are explained primarily as
reflections of a change over time in the syntactic typology of the Greek language.
According to this version of the archaism theory, Homeric Greek preserves features of
an earlier type of syntax, in which individual words and clauses were more
grammatically independent from one another than they were in the later language
(Meillet and Vendryes 1927:519-520, 578-579 etc.; Chantraine 1953:12-21, 232-235
etc.); this principle of ‘independence of terms’ manifests itself both in relations
between words and phrases, which tend to be ‘appositional’, and in relations between

clauses, which tend to be ‘paratactic’.

Apposition, in this context, is defined very broadly and is contrasted with government
and attributive modification. The basic historical picture associated with the theory of
apposition 1s that relations between elements of the simple clause (between the verb
and 1ts arguments, between nouns and their modifiers, and between prepositions and
their objects) were somehow relatively ‘loose’ and independent in the earliest recorded
Indo-European languages like Homeric Greek, but over time gradually tended more
and more to coalesce into verb, noun, and prepositional phrases. The exact nature of
the earlier appositional relations is not discussed in much detail, but one possibility
suggested in several different contexts is that it may involve co-reference between
tmplied pronouns and lexical nouns standing in apposition to them (as in: ‘Achilles, he
killed him, Hector’, ‘his shoulders, on-them it swirled, the hair’, ‘the cup, he won it,

the golden one’); it was also suggested that discontinuous modifiers might be acting
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like one-word relative clauses (as in: ‘he put them on, his sandals, which were

golden’).

Parataxis is defined by contrast with ‘hypotaxis’ or subordination. Paratactic clause-
combining strategies are particularly abundant in Homeric Greek, while hypotactic
ones that are common 1n Classical Greek are sometimes rare in Homer. The use of
mood became more restricted and associated with specific syntactic contexts between
the Homeric and Classical periods; the Classical Greek use of sequence of mood to
mark subordination in certain types of clauses is not fully developed in Homer (Monro
1891:293, 248-99; Chantraine 1953:205-31, 249, etc.). The historical paths of
development of various hypotactic clause-combining constructions found in Classical
Greek are traced back to paratactic antecedents, based on Homeric evidence.
Adverbial clauses and some types of complement clause, for example, appear to have
developed from correlative clauses, and in Homer, examples can be found that seem to

be transitional between correlative and adverbial or complement clause structure.
1.2 Orality

Another way of looking at Homeric syntax is rooted in research focused on how the
Homeric poems were composed and performed. The idea that Homer is at least in part
the product of oral tradition goes back a long way (Josephus Ap. 1.12) and grew
increasingly popular during the 18" century (d’Aubignac, 1715/1925; Vico 1730-
44/1999:374-76; Blackwell 1735/2005; Herder 1767-8/2002:54, 1772/2002:61-62;
Wood 1769/1976); the theory as laid out by Wolf (1795/1985) became widely
accepted by the beginning of the 19" century. Early arguments in support of the theory
were based primarily on historical and literary evidence and issues of textual criticismy;

arguments based on linguistic evidence were developed later.
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Already in the 18™ century, however, the theory was accompanied by speculation
about possible connections between orality and general qualities of Homeric language
and style. Connections were drawn between oral culture, poetry, and simple,
spontaneous language on the one hand, and literate culture, prose and periodic style on
the other.'” Homeric language was characterized as being close to nature, belonging to
an early stage of cultural development, and therefore simple and full of wonder
(Blackwell 1735/2005). Herder (1765/2002:28) thought that the poetic language of
Homer was the prosaic language of his time: “In the oldest time of the Greek and
Roman republics the language of the writer and of the common people was identical.
Even the divine Homer spoke words which were in his time prose, as Blackwell
shows, or the people of his time spoke poetry just as each aoidos sang it...poetry is
older in common life than prose”. Wood (1769:280-85) suggests that there are
different stages in the development of language that are favorable for different
purposes; the language of an oral society will be simple and clear, and well suited for
poetry; a more periodic and burdened style that is better suited to science and
philosophy arises after the development of the art of writing. Wolf (1795/1985: 90-92,
104-5) agrees that Homer’s art is closer to nature than that of poets of more learned
periods and links the development of prose to the use of portable writing materials.
What all of these ideas have in common is the assumption that Homeric language and
style are to be explained in terms of the effects of culture on language as a whole;
early Greek oral culture produced a certain kind of language, and Homer used that

language.

' In this paragraph, 1 use the term ‘language’ to refer to the grammar of a language, or what is possible
in a language, and the term ‘style’ to refer to choices made about how to use the grammar. The basic
idea underlying these 18" century theories on Homeric language seems to be that early, orally
composed texts are ‘simple and natural’ not as a matter of choice (style), but as a matter of language
(the grammar), whereas later literary texts have ‘periodic’ syntax as a matter of choice (style), since
they could also affect a simple and natural style if they wanted to. That is why I describe the contrast
they are interested in as one between ‘simple, natural language’ and ‘periodic style’.

34



In the later 19™ and early 20™ century, a line of research focused on the language of
Homer began to create a picture of Homeric Greek as a specialized poetic dialect, one
that was never the spoken language of any community (Ellendt 1861/1864; Diintzer
1864/1872; Witte 1909-1914/1972; Meister 1921/1966). This research came out of the
Analyst school of Homeric criticism, which held that the Homeric poems had been
compiled from a variety of earlier songs and tried to distinguish relatively earlier and
later material with the aim of recovering complete original songs from the mix. It was
thought that, because Homeric Greek incorporates morphological forms and
vocabulary that cannot be mapped to a single regional dialect and time period, close
examination of the language used in different parts of the poems might provide
evidence that would help to divide them up. Instead, it was found that the mixed
dialect 1s used fairly consistently throughout the poems, with certain exceptions, and
that the organizing principle behind the mixed dialect is metrical utility."* Homeric
Greek will often have two or more versions of a single commonly used morphological
form or vocabulary item, drawn from different dialects or periods; these versions are

usually metrically distinct from one another (31a-c).

(31) a. genitive singular: -o10 (—+v), -ov (~)

b. first person plural pronoun: Nueic (——), dupeg (—-)

c. city: mtohig (will make preceding syllable heavy), moAig (will not)
It was also argued that meter had a significant influence on word choice and phrasing
in Homer. Metrical specialization was found in the inventory of adjectives used with
certain nouns, and in the use of repeated phrases. These findings led to the claim that
“the language of Greek epic is a creation of the epic verse” (Witte 1913:237), and that
Homeric Greek was a Kunstsprache, a language of art, or artificial language (Meister

1921/1966).

' Patterns of differentiation subsequently found include clustering of late features in similes (Shipp
1972) and heavier use of late features overall in the Odyssey vs. the lliad (Janko 1982:229-231 etc.); the
latter finding is a subject of debate because of its relationship to questions of text-fixation (Nagy
1996a:108-9).
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This new picture of Homeric Greek as an artificial language that was never the spoken
language of any community meant that the earlier picture of it as the characteristically
simple, spontaneous language of an oral culture could not be maintained in its most
romantic form, since the language of the people and the singers was apparently not
identical, at least when the poems we have were being composed. But further
investigation of the relationship between Homeric language and meter actually paved
the way for a new argument in support of the idea that Homer was the product of an
oral tradition, and a new idea of how exactly that tradition would have worked.
According to this argument, the nature of the Homeric language itself proves that it is
the product of an oral poetic tradition (Parry 1971). Homeric Greek has features that
distinguish it from both ordinary spoken languages and the language found in literary
works of poetry or prose. These features facilitate oral composition in performance.'
The paratactic nature of Homeric Greek syntax is explained in this new tradition as an
adaptation to the context of oral performance, a matter of style rather than grammar. |
will argue, however, that this conclusion does not necessarily follow from the basic
picture the tradition presents of what Homeric Greek is and how it works. An
explanation of apposition and parataxis as matters of grammar would be equally or

more consistent with the rest of the basic picture.

1.2.1 Traditional oral poetry

Parry (1928/1971:6) drew a distinction between language, defined as “all the elements
of phonetics, morphology, and vocabulary which characterize the speech of a given
group of men at a given place and a given time”, and diction, defined as “the same
elements of phonetics, mophology, and vocabulary considered under another aspect,
as the means by which an author expresses his thought”, and argued that both Homeric
language and Homeric diction are systematically adapted to facilitate oral composition

in performance. Syntax is not included in these definitions. Did Parry acknowledge

' The term ‘composition in performance’ comes from Lord (1960/2000:13).
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syntax as an element of language that could vary from one period and/or dialect to
another? Right after defining language in a way that excludes syntax, he lists
“constructions” as one of the necessary objects of study of both language and diction:
the study of language has to explain the presence in Homer of “forms, words, and
constructions of archaic, Aeolic, lonic, artificial, and possibly even ‘Achaean’ origin”,
and the study of diction has to explain “why Homer chose certain words, certain
forms, certain constructions to express his thought” (1928/1971:6). So, apparently not
only words (vocabulary) and forms (morphology) but also constructions (syntax) can
characterize the speech of a given group of men at a given place and a given time. To
avoid terminological confusion between different uses of the term ‘language’, from
now on I will refer to Parry’s category language using the terms grammar (for
phonology, morphology and syntax) and /exicon (for vocabulary). [ will also usually
refer to Parry’s category diction using the broader term style (for choice of forms,
words and constructions), in order to bring out the distinction between grammar and
choices made (whether on the level of the individual or the tradition) about how to use

the grammar.

Parry’s programmatic statements divide the questions to be asked about Homeric
Greek, and therefore Homeric Greek syntax, into two different categories. In the first
category are questions about the grammar and lexicon, which deal with what sorts of
forms, words and constructions are present in Homeric Greek, whether they are
archaic, regional or artificial, and, most importantly for the study of Homeric Greek as
the language of an oral poetic tradition, how the organization of these elements in
Homer is influenced by the hexameter and the context of oral composition in
performance (the existence in Homer of sets of metrically distinct versions of common
morphological and vocabulary items, for example, is discussed as a matter of
grammar). In the second category are questions of style, which deal with how the

singer chooses a certain word or construction to use in a certain context, and how the
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way that choice is made is influenced by the context of oral composition in
performance. Parry discusses syntax only in the context of questions about style, but
the discussion raises questions about issues of grammar. In what follows, I first
describe the new model that Parry set up of the relationship between the Homeric
language and the ordinary languages spoken by the singers, and then use it as a basis
for raising questions about the analysis of formula systems, and the theory of parataxis

as ‘adding’ or ‘concatenated’ style.

1.2.2 Formula systems

Parry accepted the conclusion that the organizing principle behind the mixed dialect of
Homer was metrical utility, and set out to show that the same principle could explain
an aspect of Homeric style, namely the abundant use of repeated phrases. The clearest
evidence of the influence of meter on Homeric style comes from the use of epithets.
One of the most distinctive features of Homeric style is the habitual and repetitive use
of epithets with proper names, in phrases like dio¢ ’080ooevg, godlike Odysseus. The
epithets used with a given name almost always form a set of metrically distinct
alternatives. Each epithet expands the name into a phrase that can fill a certain part of
the hexameter line. These phrases usually extend from the beginning or end of the line
to an important caesura or the bucolic diaeresis; take for example some of the
“principal-type” epithets used with the name Odysseus in the nominative case (32a-d)

(Parry 1928/1971:39):

(32) —ov —wo — v lo— oo | —uo—x
a. dwoyevrg '0dvoelc | dAAAoyvWTw évi Auw (Od. 2.366) (P71:39)
b. Tov & alre mpocéeine | moAvTAac Sioc '08vosetc (Il. 9.676)
c. avTdp O mAnclov £0TnKel | toAUunTIc "08uocete (11. 4.329)

#v0’ a0t EVpudduavta PdAe | mrodinopBog 'Odvcsels (Od. 22.283)
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d. telpeo®’, el pry mov T matryp £UOG | £6OA0C O8uocede (Od. 2.71)
@epoitng td & Gxa mapictato | 8706 '0dvooeig (11. 2.244)
Pairs of epithets that occur in the same position, like those in 32¢ and d, begin with
different sounds, either vowel, consonant or double consonant, that have different
effects on preceding syllables, either making them heavy through resyllabification or

avoiding doing so, and avoiding hiatus and the creation of overly heavy syllables.

These sets of metrically useful epithets, like the sets of alternative forms and
vocabulary from different dialects, can be seen as systems characterized by economy
and extension (Parry 1928/1971:17-19; 1971:246). The systems are economical
because for a given basic meaning and metrical shape, there will usually be only one
form available. If, for instance, the singer wants to fill the space between the bucolic
diaeresis and the end of the line with a phrase referring to Odysseus, and the preceding
phrase ends with a short closed syllable that has to stay short, he only has one epithet
that will form a phrase of the right shape, £60A0¢ ’0dvooevc. They are extensive
because there is so often more than one form, and metrical shape, available to express
a given meaning; the singer has a variety of different epithets that can help him to fit
the name into different parts of the line. The system makes it easy to use the important
name Odysseus, but predetermines the epithet that will accompany the name in each
position. In the use of important proper names, then, it simultaneously maximizes
flexibility (you can put something anywhere) and minimizes the need to invent or
decide between equally viable options (once you decide where to put something, your

job is done and you don’t have any more decisions to make).

The argument that this analysis provides evidence that the Homeric poems are the
product of an oral tradition takes the following form (Parry 1928/1971). First, this
system of formulaic style seems like the kind of system that an oral tradition would

produce. In its economy and extension, it seems more like the product of a long
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process of development than the invention of a single person; that the system appears
to be functionally adapted to on-the-spot composition suggests that the development
occurred via an oral poetic tradition. Second, no system of formulaic style comparable
with the one found in Homer exists in literary epics like Vergil’s Aeneid, or even
Apollonius’ Argonautica, even though Apollonius copies Homeric vocabulary and
other aspects of Homeric style. Third, there is comparative evidence for the use of
formulaic style in living oral traditions, such as the Balkan tradition researched by
Parry (Lord 1960/2000:30-67; Parry 1971:379-389; Foley 1999:66-83), and many
other traditions (Foley 1985; 2007) .

1.2.3 Homeric language and ordinary spoken language

So, what is the overall picture that Parry’s theory paints of the relationship between
the Homeric language and the spoken languages of its singers’ communities? Let’s
look first at morphology and vocabulary from the point of view of grammar and the
lexicon. It is not clear how, where and when the tradition got started, but it is clear that
the Homeric language was passed around over centuries from place to place, from one
singer to another. Over time, the Homeric language was learned and sung by singers
who were native speakers of various dialects belonging to different periods and
regions. They modified it by adding to 1t forms and vocabulary from their various
spoken languages. But, no singer or group of singers completely updated or localized
it into their own spoken dialect; the Homeric language was more conservative than an
ordinary spoken language, and held on to a lot of old and foreign material through all
of this travel and time, for at least three different reasons (Parry 1930-32/1971:338;
1971:328-333)." First, heavy use of fixed phrases encouraged preservation of such

material; think of the way English idioms like ‘hue and cry’ and ‘leave in the lurch’

"% Foley (1999:66-83) offers comparative evidence for the phenomena discussed in this section from
what he calls the “traditional register” of South Slavic epic, including use of fixed phrases that preserve
archaisms and regionalisms, retention of multiple metrically distinct forms of the same vocabulary
items, and use of archaism perceived as being part of the style.
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preserve words, or meanings of words, that are otherwise obsolete. Second, in an
ordinary spoken language, multiple versions of the same morphological form or
vocabulary item will not normally be allowed to coexist for long — if a new form
comes in, it will usually compete with the corresponding old form, if there was one,
until one of them wins. In the Homeric language, the pressure to simplify was opposed
by the utility of having multiple metrically distinct forms, so that multiple versions
were eliminated only if they were not metrically distinct from one another in a way
that would be useful. Something like this can be seen in the use of metrically
convenient regional and archaic alternative forms, like one-syllable ne’er, o’er and
e’er for two-syllable never, over and ever, in literary poetry in English (Martin 1998).
And finally, archaisms and regionalisms, according to Aristotle (Rhetoric 1406a-b;
Poetics 1457b-1459a), were felt to be part of heroic (epic) style, and helped to create a
dignified tone because of their distance from everyday language (this may have
originally been a side effect of the more functional reasons listed above, but once it
got going it would have had a life of its own).'® According to this picture, Homeric
Greek gets its morphological and lexical material from ordinary spoken languages, but
it differs from ordinary spoken languages, in certain specific ways, in how it maintains
and organizes its inventory of words and forms. The differences are mostly of degree
(heavy use of fixed phrases, conservatism, deliberate use of archaisms and
regionalisms) but sometimes of kind (coexistence of metrically useful multiple forms

of basic elements).

It is important that, according to this picture, Homeric Greek got not only its concrete
roots and forms, but also its abstract rules for word structure from the ordinary spoken

languages of its singers. A good illustration of this is provided by the so-called

'® Aristotle indicates that this principle can extend beyond vocabulary, when he says that it is wrong to

criticize tragedians for using “what no one would use in conversation”, like the pronouns ¢é€6ev and viv
and postpositions CAxiAAéw¢ mépt instead of nmept AxyiAAéwe, Sdwpdtwy dno instead of &no dwudtwv)
because such things lift the language above the commonplace (Poet. 1459al).
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‘artificial” words, words made up of a mix of elements that would never have co-
occurred outside the Homeric dialect, which actually show that singers of Homeric
Greek could use its inventory of borrowed roots and forms productively, as they
would if they were speaking an ordinary natural language. The form xOveoowv (I1. 1.4)
for example, has an Aeolic dative ending topped off with an lonic movable v (Palmer
1980:88). The rules that nouns have case, that there is a dative case, that the root
comes before the case-ending, and so forth, were shared by both dialects. So, when
they formed new words, singers of Homeric Greek followed certain rules of grammar
and word structure, rules that were probably for the most part shared by all the dialects
the mixed dialect was based on. Breaking that kind of rule for the sake of metrical
utility was apparently rare or not done at all. It would probably have been metrically
useful for the singers to have the option of putting case or person marking at the
beginning rather than the end of a word, but they did not create that option for
themselves. So, the theory assumes that not just an assortment of particular words and
phrases, but also at least some of the structural rules according to which they were
formed, were absorbed into Homeric Greek from the everyday spoken languages of

the singers.

When it comes to vocabulary and morphology from the point of view of grammar and
the lexicon, this theory is quite explicit about exactly what sort of relationship there
was between the Homeric language and the spoken languages of the singers. When it
comes to style, what does that relationship look like? Parry’s category of diction, or
style, deals with the elements of language “considered as the means by which an
author expresses his thought”, and what is discussed under that heading is choice of
words and phrasing (Parry 1928/1971:6). The focus is not on grammar, or what sorts
of word structures (morphology) and phrase structures (syntax) are possible in the
language, but on how, taking the existence of a particular morphology and syntax for

granted, individual words and phrases are chosen to be used in specific circumstances.
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In this area of choice of words and phrasing, the primary claim of the analysis is that
the sort of system of formulaic style found in Homeric Greek is a distinctive feature of
traditional oral poetry. It is explicitly described as being different from styles found in
literary poetry, and is implicitly assumed to be different from styles found in ordinary
spoken language, since the discussion consistently focuses on how the system is
adapted to the hexameter, and to the specific context of oral composition in
performance. So, the theory assumes that in this respect, Homeric Greek is

significantly different from the spoken languages of its singers.

For illustration of this position, let’s look again at the example of the noun-epithet
phrases. When a singer wants to use the name ‘Odysseus’ in a particular portion of the
line, he may expand the name into the right shape by using an epithet that is uniquely
associated with use of that name in that position. If, for example, the singer wants to
say that Odysseus answered a question, and he has started a line with the question-
answering formula like tov &' anapeipdpevoc mpocépn, he will always end the line
with the noun-epithet phrase TtoAvuntic '0dvcoevc. The use of the adjective
TMoAOUNTIG, in that particular location, according to Parry, does not add any meaning to
the name Odysseus that is particularly relevant to the immediate context — the phrase
as a whole simply evokes the traditional character “Odysseus”.!” The theory assumes
that neither that degree of predictability nor much of that kind of contextually
irrelevant use of adjectives would be found in a transcript made of the singer’s speech

in his native language over the course of a week.'® In ordinary speech, the singer

' Though Parry’s primary emphasis in the discussion of epithets is on their metrical utility, he also
suggests that they evoke traditional associations: “the fixed epithet did not so much adorn a single line
or even a single poem, as it did the entirety of Homeric song...even now, who among those of us who
have any knowledge of the legend has asked why Odysseus should be crafty in this or that particular
episode?” (1928/1971:137); this perspective on the meaningfulness of epithets and formulaic language
in general has been picked up and emphasized in more recent work (e.g. Foley 1999:18-22, etc. on
‘traditional referentiality”).

'® This difference is probably only a matter of degree, because there are plenty of bound expressions in
ordinary spoken language (Kiparsky 1976). The economy and extension of the noun-epithet system in
Homer, however, may be qualitatively different from anything found in ordinary spoken language.
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wanting to use the name Odysseus would normally add an adjective to the name only
for some communicative purpose, to add relevant descriptive information about the
referent, for example (“you can’t put one over on wily old Odysseus”) or to narrow
down the field of reference (“I mean long-suffering Odysseus, not that other
Odysseus”). Irrelevant descriptive adjectives would cause confusion. According to
Parry, a large part, or possibly all, of Homeric poetry is made up of formulas that are
part of simple and economic systems.'” The ordinary spoken language of the singers
presumably was not. So, the analysis tells us that a singer would choose his words and
phrasing in a different way, depending on whether he was singing in Homeric Greek

or speaking his own language.

So far then, the picture is that Homeric Greek gets all of its words and forms,
considered as elements of grammar and the lexicon, from ordinary spoken languages,
but organizes them differently in certain specific ways; formulaic style, however, as a
system for choosing what words and constructions to use in certain circumstances, is
peculiar to oral poetry and would not have been found in the spoken language of the
singers. What does the theory have to say about the relationship between Homeric
Greek syntax and the syntax of the spoken languages of the singers? On this topic, the
theory becomes difficult to interpret, for two reasons. First, the question of how that
relationship would have worked is never explicitly addressed, and it is more difficult
than it was in the case of formulaic style to figure out what is being implicitly
assumed. Second, when it comes to syntax, Parry blurs his distinction between
language (grammar and lexicon) and diction (style) by focusing exclusively on the
latter, without regard for how it may be rooted in the former. Questions about what
sorts of forms, words and constructions are present in Homeric Greek, whether they

are archaic, regional or artificial, and to some extent how they are functionally

" Subsequent work has not found other systems that live up to the standard of extension and economy
set by the noun-epithet systems, but there are tendencies toward extension and economy in other areas,
such as systems involving preposition/adverb/preverbs (Horrocks 1981:157-60).

44



organized, were supposed to be matters of grammar and the lexicon. (The existence in
Homer of sets of metrically distinct versions of common morphological and
vocabulary items is discussed under the heading of grammar.) Questions about how
the singer chooses a certain form, word or construction to use in a certain context were
supposed to be matters of style. When the subject under discussion is how words are
combined into phrases, and phrases into clauses, it is still necessary to make that
distinction, but it becomes more difficult to do so. It is fairly straightforward to
identify a case ending as archaic and/or regional, and to class the presence of that case
ending in Homer as an issue of grammar. It is also fairly easy to classify the question
of why the singer used one adjective rather than another, in a certain situation, as a
matter of style. It is less immediately obvious whether, for example, a strong tendency
to put proper noun subjects at the end of the sentence (and also the end of the line) is a
matter of the importing into Homeric Greek of a particular syntactic feature that
characterized the spoken language of a particular community, or a matter of how the
singer expresses his thought in orally composed hexameters, or both, if, for example, a
basically grammatical phenomenon is being exploited for a certain stylistic purpose.*
With that potential for confusion in mind, let’s look at what the theory has to say about
syntax. Syntax comes up in two different contexts. First, various syntactic issues are
raised by the theory of formula systems. Second, the issue of parataxis is raised in an

analysis of enjambement.

1.2.4 Syntax and formula systems

Because formulas are usually phrases, like ToAOunT1g ’0dvooelG, analysis of the
organization of formula systems, and how formulas combine with one another, winds
up touching on issues of syntax. Many of the facts about Homeric syntax that the

comparative grammar tradition dealt with under the headings of apposition and

2 Watkins (1995:30) proposes that one basic principle of relations between ‘poetic grammar’ and
‘ordinary grammar’ is that ‘the poetic grammar may exploit variants generated in ordinary grammar and
extend their use’.
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parataxis come up in the orality tradition as aspects of formulaic structure. The
comparative grammar tradition saw in Homeric Greek a tendency for the elements of
the sentence to be relatively independent from one another, rather than tightly bound
together into hierarchical phrases, and labeled these relatively loose relationships
‘appositional’. The subject, rather than directly agreeing with the verb, is often
dislocated, standing in apposition to a pronoun (as in sentences of the type 1 & £oneto
MoaAAag 'AONvn (Od. 1.125)). The determiner has not fully developed yet, so there are
few determiner phrases; instead, the element that later becomes a determiner is still a
pronoun, of a type that often stands in apposition to a lexical argument. Adjectives and
other modifiers are often separated from nouns they modify, possibly forming separate
phrases of their own. The words that are prepositions in later Greek are in Homer
often ambiguous between prepositional and adverbial status. Paratactic clause
combination, in which mutually independent clauses are juxtaposed or coordinated, is
particularly common in Homer, compared with hypotactic combination in which one
clause is subordinated to another. The comparative grammar tradition explained these
aspects of the language of Homer in terms of the theory that the Greek language
overall, between the time of the earlier language fossilized in Homer and the Classical
period, changed from a language that favored appositional and paratactic structure into
a language that had more hierarchical structure. This way of describing and explaining
these phenomena could also be useful for understanding the particular inventory of
formula types that Parry finds in Homer, and how those formula types combine with
one another. Parry, however, puts this viewpoint aside and looks at the organization of
formula systems exclusively from the perspective of their utility for oral composition

in performance.

Parry defines the formula as “a group of words which is regularly employed under the

same metrical conditions to express a given essential idea” (1930-32/1971:272).*' This

I An earlier version of this definition is worded slightly differently: “an expression regularly used,
under the same metrical conditions, to express an essential idea” (Parry 1928/1971:13).
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definition does not include any grammatical criteria, unless grammar somehow enters
into the definition of an “essential idea”. Does it? Parry divides formulas into two
categories, those that are part of larger formula systems (I will refer to these larger
systems as “formula types”*) and those that are not (1930-32/1971:275-6). Formula
types are defined partly by reference to grammatical criteria such as the parts of
speech they contain (e.g. ‘noun-epithet formula’), and sometimes by reference to their
‘role in the sentence’ (e.g. ‘subject formula’; ‘predicate formula’).? It is the presence
of simple and economic systems of formulae organized around different parts of
speech, not the presence of individual repeated phrases, that distinguishes Homeric
diction from that of later literary epics and shows that it is traditional (Parry
1928/1971:17). Parry proposes that in order to know how much of Homeric diction is
traditional, it will be necessary to find out “to what extent nouns, pronouns, verbs,
adjectives, adverbs, prepositions, conjunctions and particles of every variety of
meaning and metrical value appear in series of formulae of like character”
(1928/1971:17). For nouns, case can enter into the definition of formula systems. The
collection of noun-epithet formulae associated with each case of a given proper name
or noun is considered to constitute a separate formula system, partly because the

grammatical roles associated with the cases make for different kinds of systems;

2 Parry uses various terms for these, including “larger system” (1930-32/1971:276), “formula type”
(1928/1971:16) and “system of...formulae” (1928/1971:16); at one point he calls the noun-epithet
formulae “a system of formulae which is a set of subsystems” (1928/1971:19).

1 use the qualifier “partly” here because Parry’s definition of what constitutes a “larger formula
system” is somewhat confusing (1930-32/1971:275-6). He first says that formulas that are part of a
system are like others which “express a similar idea in more or less the same words”, and gives
examples that are structurally dissimilar but share one or more words, leaving the impression that word
repetition is the defining element (1930-32/1971:275). But on the next page, he gives an example of a
formula system consisting of four related subsystems in which the particle avtap is followed by a form
of the subordinating conjunction €nei and an indicative or subjunctive verb form of one of several
different metrical shapes (1930-32/1971:276). The only word repetitions in this system are the
functional words aUtap and €neil, and Parry calls the system “an exact device...for fitting into the verse
verb-forms of certain moods and measures” (1930-32/1971:276). This leaves the impression that
structure is important after all, and that impression is supported elsewhere by Parry’s consistent
description of the noun-epithet formulas as a larger system (defined not by word repetition but by
structure) (1971:17, etc.). This ambiguity has fed subsequent arguments about how the concept
‘formula’ should be defined.
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nominative proper-name formulae, for example, are tailored in various ways to
combine well as subjects with verb formulae, whereas genitives are designed to
combine well as possessives with noun formulae (Parry 1928/1971:19, 38, 61-62).%
All of this shows that Parry did, to some extent, define “essential ideas” in

grammatical terms.

He did not, however, define the formula in terms of syntactic constituency. The use of
the term “group of words” rather than something like “phrase or clause”, in the
definition above, seems designed to include strings that are not syntactic constituents,
and some examples Parry cites of formulae are not syntactic constituents, such as
members of the “numerous class of formulas made up of relative words, particles,
pronouns and adverbs, which begin a clause of which the principal words will be

found 1in the next line” (33a) (1930-32/1971:310).

(33) a. ..mAOL UVNOTNPECOLY ATEINEUEY, O T€ ol aiel / uNA” adiva o@alovot
Kal eiAinodag éAtkag Bolg
(Od. 1.91-2; elsewhere as [6¢ 6v 1] of] [t€] [not Tor pev kev] [aier])
...and give the suitors a warning, who are always killing his
thronging sheep and his shambling curvy-horned cattle

Nevertheless, most by far of the examples Parry (1971) cites are (potential) phrases or
clauses, sometimes accompanied by a conjunction or particle, such as noun phrases

(34a), prepositional phrases (34b), verb phrases (34c), clauses with pronominal and

lexical arguments (34d-f), and complex clauses (34g).

(34) a. movromdpog vnig (Od. 12.69 etc.)
sea-going ship
b. koihag émi vijag (I1. 5.26 etc.)

* For proper-noun formulas that follow the trochaic caesura, nominatives, which often follow a verb
form ending in a vowel, tend to begin with consonants, while genitives, which often follow a noun form
ending in a consonant, tend to begin with vowels (Parry 1928/1971:61-62). Proper names have
extensive nominative systems and less extensive oblique systems, while the reverse is true for
manimates like ‘ship’, because proper names are more likely than inanimates to be subjects (Parry
1928/1971:38).
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to the hollow ships
c. mnuata naoxet (Od. 1.49 etc.)
suffers sorrows
d. 08¢ Y avtiK queiPero (Od. 9.272 ete.)
And he answered me immediately
e. tov & nuelPet’ émerta (1. 1.121 etc.)
And then he answered him
f. o1 d én dveia® éroipa npokeiueva xeipag iaAdov (11. 9.91 etc.)
And they put their hands to the good things that were laid out ready
g. Nuog & NéAog katédu kai €mi kvépag NABe, / 8r) tére kolunRdnuev éni
pnypivt Baidoong (Od. 9.168 etc.)
But when the sun went down and dusk came on, then we went to bed
by the shore of the sea
Parry does not discuss this tendency for formulas to be phrases or clauses in any
detail, but the discussion of formula types, which are defined partly according to
grammatical criteria, indicates that he does not think that the structure of formula
systems is directly shaped by grammar. Parry attributes the existence of formula types
to formation by analogy. Each type becomes established through imitation of some
particular original: “...each system of formulas comes, in the last analysis, from some
single expression. The simple fact that two phrases are too closely alike to be due to
chance implies that one of them imitates the other, or that they go back to a common
model” (1930-32/1971:322-3). The examples Parry gives of formula types created by
analogy include the noun-epithet type and various predicate types, such as a0tap nei
p’ [txovro, eb€avro, fiyepBev, Suocav etc.] (I1. 1.484 etc.). He also identifies as a type
formed by analogy the pattern in which a hemistich clause containing a pronoun

argument is followed by a subject noun-epithet formula (in apposition to the pronoun,

if it 1s a subject) (35a and b).

(35) a. tov & Nueifet’ Enerra noddapkn¢ 81og AxtAelc (11. 1.121) (P71:323)
And then swift-footed godlike Achilles answered him
b. avtap 6 Poiv iépevoev dvaé avdpiv Ayapéuvwy (11. 2.402)
But Agamemnon leader of men sacrificed an ox
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According to this argument, the reason for the structural resemblance between 35a and
b is that there was some single original sentence that had this structure and was used
by singers as a model for other sentences, resulting eventually in the production of

these particular verses.

This way of explaining the origin of formula types loses sight of the relationship
between the language of Homer and the ordinary languages of the singers. If all the
various general formula types are based on single original phrases or clauses, how
were those originals formed? The ordinary spoken languages of the singers will have
had syntactic rules of some kind governing the formation of phrases and clauses. Since
Homeric Greek gets its grammar from the languages of the singers, one would expect
the originals to have been formed according to the syntactic rules of the everyday
language of some singer. The originals would then be grammatical expressions of
some kind, and it is hard to imagine how one could distinguish copies of those
originals from more originals produced according to the same rules. The “fact that two
phrases are too closely alike to be due to chance” could just as easily be explained by
the two phrases having been formed in accordance with the same syntactic rules as by
their being based on a common model. In any case, even if formula types did go each
back to a single original model, they would still ultimately be derived from phrase

types that existed in the everyday languages of (some of) the singers.

Later work in the tradition started by Parry points out that formula structures are
probably at least partly based on the syntax of ordinary language (e.g. Lord
1960/2000:35-6 and others). Nevertheless, though there has been plenty of discussion
in this tradition of how best to define the formula, with prominent proposals
emphasizing different aspects of Parry’s definitions, including grammatical structure
(Russo 1963; 1966), word repetition (Hainsworth 1964; 1968), puns (Nagler 1967;

1974), and the function of ‘flexible’ (optional) material in shaping formulae centered
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on ‘fixed’ (necessary) material (Visser 1988/1999; Bakker and Fabricotti 1991/1999;
Bakker 1995; 1997:184-206; 2005), for the most part these approaches have not
focused much attention on the relationship between the syntax of the ordinary
languages of the singers and the syntactic structure of formulas. Russo, for example,
conceives of the structural formula primarily as a device that facilitates rapid oral
composition: “The [structural] repetitions are necessary to oral recitation because they
provide pre-established verbal configurations with which the poet is comfortable and
through the use of which he is spared much of the mental effort that a non-oral poet
would invest in deciding where best to place his verb, his object, his adjective or

qualifying participle or adverb, and so on” (1966:223).

Other proposals have focused more closely on the relationship between the nature and
structure of formulas and the nature and structure of ordinary language. Kiparsky
(1976) proposes that formulas can be thought of as poetic counterparts of bound
expressions in ordinary language, like pitched battle or leave X in the lurch. This
approach predicts that formulas will be syntactic phrases, and also explains flexibility
in formulas without reference to analogy: the model of formula as bound expression
“allows for the inflection, separation, and modification of formulas without singling
out one form as the prototype and postulating analogical processes to generate the
others” (1976:85).” Watkins (1995) argues that it is possible to reconstruct aspects of
an Indo-European poetic language, including various specific formulas as well as
general types of formulas, using the methods of comparative-historical linguistics, and
that part of this task of reconstruction is to describe the relationship between early
poetic languages and corresponding ordinary languages, and also the relationship

between the reconstructed poetic and ordinary protolanguages.

» The models proposed by Nagler (1967; 1974) and by Visser (1988/1999) and Bakker (1991/1999,
1995; 1997; 2005) also account for flexibility without reference to analogy.
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If formulas are thought of as bound expressions whose syntactic structure will have
been shaped by the grammar of the ordinary language of (some of) the singers, it is
natural to ask, when looking at the array of formula types found in Homer, what kind
of grammar (or syntactic typology) would have been likely to give rise to them. This
kind of question arises, for example, when Parry argues that not just the individual
formula systems (e.g. ‘Odysseus as a subject’) but also the larger systems of formula
types (e.g. ‘noun-epithet subject formulas’) have internal organization of a kind that
could only be the product of an oral tradition. He groups the nominative proper name
noun-epithet formulas into four major categories and eleven subcategories, based on
the part of the line they occur in and what sort of verb and predicate formulas they
tend to combine with (Parry 1930-32/1971:38-55). Each formula subtype is well-
suited to fit together metrically with certain other word, formula and/or phrase types. It
1s common, for example, for various kinds of word group formed around the verb to

occur between the third-foot caesura and the bucolic diaeresis.

(36) a. mAnoiov- 1 & dva &otv | petwdyeto | TTaAldg ABAvn (Od. 8.7)

(P71:38-55)
...but Pallas Athena went through the city

b. évyain & éndyn-| dva & Hpraoe | TTaAAdg A6Rvn (11. 22.276)
...but Pallas Athena seized it

c. Q¢ einwv Nyeld’, | n & éoneto | TTaAldg A6Avn (Od. 1.125)
...and Pallas Athena followed

d. “Q¢ €pat edxOuevoc | to0 & ExAve | TaAldg ABrvn (11. 5.101 etc.)
...And Pallas Athena heard him

e. VAol éx ydp opewv | pévag eheto | TTaAAdg AOAvn (I1. 18.311)
...For Pallas Athena had taken away their wits

Noun-epithet formulae that fit between the bucolic diaeresis and line end can follow
word groups of all these types. Though Parry treats these patterns as a matter of style,
they raise various questions about syntax as a matter of grammar. Almost all of the

eleven subtypes of subject noun-epithet formulae, for example, are apparently
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designed to combine with a preceding verb phrase. Postverbal subjects are possible,
but by no means standard, in other contexts in Homer and in later Greek. Why is this
such an important formula type? Was this kind of configuration common in some
ordinary dialect of Greek, or a relatively unusual option that was exploited as a
stylistic device, or an entirely artificial creation, or something else? The type of verse
seen in (36a and b), where a subject noun-epithet formula stands in apposition to a
pronoun in a predicate formula, is also distinctive. What sort of syntactic typology
would be likely to give rise to the particular set of formula types found in Homeric
Greek? An answer to that question would provide a better understanding of Homeric

formulaic style.

1.2.5 Unperiodic enjambement and ‘concatenated’ style

In the comparative grammar tradition, the distinctive flavor of Homeric sentences, as
oppposed to Classical Greek sentences, was explained as being primarily a matter of
grammar. The broad outline of the picture was that Homer preserved aspects of an
earlier form of Greek that had appositional and paratactic syntax as a matter of
grammar. In an essay on enjambement, Parry suggests a different approach toward
these patterns, one that views them as matters of style, whose presence in Homer is

determined by the context of oral composition in performance.

Parry argues that patterns of enjambement in Homer reveal that “the order of thought
in the Homeric sentence” is, at least in so far as it relates to enjambement, specially
adapted for oral composition of hexameter verse (Parry 1929/1971:251). The phrase
“the order of thought in the Homeric sentence” refers to syntax looked at from the
point of view of style. Background for the discussion comes from literary-critical
characterizations of syntactic style by Aristotle and Dionysius of Halicarnassus.
Aristotle makes a distinction between gipouévn Aé€ig, ‘concatenated’ style, in which

the parts are united only by connective particles, and kateotpappuévn Aé€ig, ‘directed’
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style, which uses periods: a period “has a beginning and end in itself and is of the right
size to be understood all at once” (Rh. 1409a-b).?® The contrast between the two styles
is expressed through comparison of the audience to a man running a race: the directed
style puts the goal in sight, so that he knows he is getting somewhere, while the
concatenated style leaves it out of view, so that he cannot see what is ahead of him
(Rh. 1409a-b). Dionysius makes a similar distinction using the terms ‘periodic’ and
‘unperiodic’ (Comp. 26.82). Parry adopts this distinction and uses it as the basis for
distinguishing two different types of enjambement: ‘unperiodic’ and ‘necessary’
enjambement (Parry 1929/1971:253). In unperiodic enjambement, the material that
occurs before the line end would by itself be sufficient to constitute an independent
sentence, and the elements that follow the line end are optional expansions. There are
four basic kinds of optional expansion. In order of frequency of occurrence, they are
either verbal (optional dependent clause, participial phrase, or genitive absolute) (37a),

adjectival (37b), adverbial (37c¢), or consist of a coordinated word, phrase or clause
(37d).

(37) a. moAA& & Gy év mévrw nGbev dAyea Ov katd Buudv, / apviouevog Ry

e Puxnv kai vootov etaipwv (Od. 1.4-5) (P71:255-256)
He suffered much trouble on the sea, in his spirit, struggling for his
own life and the homecoming of his companions

b. MAviv deide Bea MInAniadew AxiAfioc / ovAouévny, 1] pupl Axaloig
aAye €onke (1. 1.1-2)
Sing, Muse, of the terrible anger of Achilles son of Peleus, which
caused measureless suffering for the Achaeans

c. otéuuat Exwv &v xepoiv eknPoéAov ArdAAwVOC / xpuoéw ava
oxknrrpw (I1. 1.14-15)
Holding in his hands the fillets of far-striking Apollo, on a golden
staff

d. avtolg 3¢ EAWpra telye kOveooty / olwvoiol te ndot (1. 1.4)
And made them a feast for dogs and all [kinds of] birds

* The first thing Aristotle says about concatenating style, after introducing it, is that it is the archaic
style and everyone used to use it, but now few do: 1) pév ovv eipopévn Aé€ig 1 apxaia éativ “Hpodotov
Ooupiov HY lotoping dndderfic” (tavty ydp npdtepov pév dravreg, viv 8¢ o0 moAdol xpdvtal) (Rh.
1409.27-29).

54


file:///xvpi'

In necessary enjambement, the material that follows the end of the line 1s more closely
bound, or ‘necessary’, to the material that precedes it. There are two basic types of
necessary enjambement. In one, the line end separates a subordinate and main clause,
and the first clause does not make sense without the second (38a). In the other, line
end intervenes between elements of “the unbroken complex formed by the basic parts
of the clause — subject, verb and object, and...the words directly modifying these

basic parts” (38b-c) (Parry, 1929/1971:263).”

(38) a. of & énei obv fiyepOev dunyepéeg te yévovro, / toiot § dvictduevoc

petépn nddag wxdg AxiAAevg (11. 1.57-58) (P71:263)
But when they had gathered and gotten assembled, swift-footed
Achilles stood up and addressed them

b. "Hto1 8y (¢ einwv kat’ &p’ €Leto- toiot & avéotn / fipwg Atpeidng
g0pL kpelwv Ayauéuvwv (1.101-2, several others with toiot &
avéotn)
Saying that, he sat down; and there stood up among them the hero
son of Atreus, wide-ruling Agamemnon

c. uéveog O¢ péya @péveg augiuéAovor / mipmAavt (11. 1.103-4, cf.
0Od. 4.662)
His great heart was filled black all over with rage

d. ovv 8¢ vepéeootr kdAve / yaiav 6pod kal tévtov-(0d. 5.293-4,
9.69-70, 12.315-16)
And he covered with clouds both land and sea

Patterns of enjambement in Homer differ significantly from those found in the literary
epics of Apollonius and Virgil. For one thing, coincidence of sentence end and line
end 1s slightly more common in Homer, as are lines filled by a single sentence or two
short sentences. But there is also a difference in what sort of enjambement does occur.

Homer has more unperiodic and less necessary enjambement than Apollonius and

Virgil. Parry finds in Homer about double the rate of unperiodic enjambement (once

7 Parry cites an example, and gives a partial list of other examples, for every kind of enjambement he
discusses except this one; for this type he gives only the total number of examples (1929/1971:203). So,
examples of this type are chosen by me, based on Parry’s definition.
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every four versus once every eight lines) and about half the rate of necessary
enjambement (once every five versus once every two or three lines) present in
Apollonius and Virgil. He also notes that one kind of necessary enjambement found in
the literary epics is almost never found in Homer, namely the kind in which an

adjective is separated by line end from a following noun that it modifies (39a-c).

(39) a. nePadeiorg / adtéparor féec Guurv évilevxOéveg dpovpaic /
yewotéuov veloio dietpdosovoty &potpov (Ap. Arg. 1.685-687)
(P71:264-265)
Will your oxen, having yoked themselves for the deep fields, drag the
earth-cutting plough through the land?
b. atnon, Euandre, pudendis / volneribus pulsum aspicies, nec sospite
dirum / optabis nato funus pater (V. Aen. 11.55-57)
Evander, you will not look upon him beaten with shameful wounds,
nor will you, as a father, wish for harsh death while your son is safe
c. 1 yap dloua &vpa xoAwoéuev, 8¢ uéya mévrwy / Apysiwy kpatéet
(1. 1.78-79)
I think I will anger a man who has great power over all the Argives
The overall picture is that Homer has a lower incidence of mismatch between metrical
boundaries (line end) and syntactic units (clauses and phrases) than Apollonius and

Virgil do.

According to Parry, the context of oral composition in performance is responsible for
the characteristic patterns of enjambement found in Homer. He makes two arguments
in support of this theory, one based on the use of formulas and another based on the
need for rapid composition. The argument about formulas is indirectly implied, rather
than explicitly stated. Though Parry says that he intends to “show the action of the
formula upon the movement”, and ““deal with this fact that the use of set phrases by
Homer 1s closely bound up with the way in which his verses join” (1929/1971:256), in
practice the argument he makes about formulas concerns audience interpretation of
certain ambiguous cases of enjambement, rather than the motivation behind the overall

pattern. That argument is as follows. Homer’s formulaic style instills in his audience
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the habit of reading or listening for formulaic units, and that that habit biases the
audience toward unperiodic readings. In reading or listening to Homer, the audience
gets acquainted with many formulas that end with line end. Familiarity with that
pattern leads the audience to interpret as unperiodic those instances of enjambement
that could be either unperiodic or necessary. The effect will be particularly strong if
the material that precedes line end resembles or is identical to material found in a
formula that ends with the line. Parry suggests that the pattern of 40a, for example, is
what leads the audience to “close the thought” at the end of the first line in 40b
(1929/1971:259).

(40) a. aiPd ke HdtpoxAov puoaiueda "TAtov giow (11. 17.159) (P71:259)
We could quickly drag Patroclus into Troy
b. xalvieoo fynoat’ Axoaidv "TAov glow / fv S pavtoovvny, TV ol
n6pe ®oifo¢ AndéAAwv (11. 1.71-72)
And he led the ships of the Achaeans to Troy, by the prophecy which
Phoebus Apollo gave him
So, on the face of it, all this theory proposes is that an audience used to formulas that
end at line end will tend to interpret ambiguous cases of enjambement as unperiodic.
That does not really address the issue of the “action of the formula upon the
movement”, so there must be a larger argument implied by this one. Why are there so
many formulas that end at line end in the first place? A system of formulaic style
could, in theory, either feature or avoid “unperiodic’ and/or ‘necessary’ enjambement.
A formula could, for example, be made up of a pair of lines containing an adjective in
the first that could not be understood without a noun in the second. This is where an
unstated premise has to be supplied to produce an argument about the effect of
formulaic style on enjambement patterns. That premise is that Homeric formulas are,

by definition, (pieces of) prosodic constituents, corresponding fairly regularly to

(pieces of) syntactic constituents, that match up with metrical constituents in such a
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way as to avoid boundary clashes.?® Parry never defines the formula as a syntactic
constituent, but he does argue that the system of formulaic style facilitates oral
composition by providing ‘word groups’ that fit perfectly into metrical slots of various
types. If it is assumed that these ‘word groups’ are prosodic constituents, usually
corresponding to syntactic constituents, then according to Parry, the formula by
definition tends to match up syntactic, prosodic and metrical boundaries. If the context
of oral composition motivates the use of formulaic style, and formulaic style tends to
match up syntactic, prosodic and metrical boundaries, then the context of oral
composition is at least partly responsible for the prevalence of matched syntactic,

prosodic and metrical boundaries in Homer.

The second argument is that the speed of oral composition forces the singer to use
concatenating style. Whereas Apollonius and Virgil wrote their epics with plenty of
time to think, plan ahead, and revise, the oral poet has to produce coherent verse very
rapidly, so he adopts an open-ended style that allows him as much flexibility as
possible: “...Homer was ever pushed on to use unperiodic enjambement. Oral
versemaking by its speed must chiefly be carried on in an adding style. The Singer has
not time for the nice balances and contrasts of unhurried thought: he must order his
words in such a way that they leave him much freedom to end the sentence or draw it
out as the story and the needs of the verse demand” (Parry 1929/1971:262). According
to this theory, concatenating style is a strategy adopted by the singer for dealing with a
constraint on his expression. Presumably, the strategy did not have to be adopted
individually by each singer in each performance, but rather was built into the system
of formulas by generations of singers who were operating under the same constraint.
Taken as a theory about the design of the system of formulaic style, the argument
would be as follows. The system of formulaic style was developed through and for

oral composition in performance. In response to the need for rapid composition, the

8 Diachronically, prosodic constituents (perhaps formulas) generate metrical constituents (Nagy 1974;
1992a:30).
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singers developed, or adopted, concatenating syntactic style, because it is flexible and

open-ended. Concatenating style became part of the system of formulaic style.

1.2.6 Orality theories

Put the latter two arguments together, and you have Parry’s proposal about why
Homeric syntax is paratactic. The Homeric language was created by generations of
singers who had to be able to rapidly compose hexameter verse in performance. In
order to be able to do that, they developed a system of formulaic style, which gave
them an inventory of pre-formed phrases and clauses that matched up syntactic and
metrical boundaries. Because the singers were composing rapidly and without being
able to plan exactly what they were going to do next at any given moment, their
favored way of combining these pre-formed phrases was to string them along one after
another in such a way as to avoid boxing themselves into any corners. Therefore, it 1s
the context of oral composition in performance that is primarily responsible for the

paratactic syntax of Homer.

The trouble with this theory is that it does not directly acknowledge the existence of
syntax as a matter of grammar, or questions about the relationship between the
everyday language of the singers and the language of Homer. Is paratactic syntax in
Homeric Greek a matter of grammar, something that was standard in the language of
(some of) the singers and so became standard in the language of Homer, or is it a
matter of some kind of restriction or expansion of what was available in the grammars
of the languages of the singers, something that was imposed or encouraged by the
context of production? There are at least three different ways of interpreting the theory
that the context of rapid oral composition of hexameters is responsible for the
paratactic syntax of Homer, which offer different answers to that question. I will call

these three versions the oral medium theory, the oral poetry theory, and the oral
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culture theory. Each of these theories requires support from comparative evidence, in

each case of a different type.

On the oral medium interpretation, the ‘oral’ part of rapid oral composition of
hexameter verses directly gives rise to paratactic syntax. In order for this interpretation
to make sense, non-paratactic syntax has to have been available as an option, in order
for the oral context to have had a chance to work against it. The full picture would be
that (at least some of) the singers spoke ordinary everyday languages that allowed for
some kind of non-paratactic syntax, but when they sang in Homeric Greek the oral
medium forced or encouraged them to adopt a paratactic style. A problem for this
theory arises from the historical context in which the Homeric texts were produced.
The poetic tradition that gave rise to these texts appears to have already been
developing for centuries before the rise and spread of alphabetic literacy in Greece,
which means that most or many of the singers who contributed to the Homeric
language will have lived in oral or primarily oral cultures. Assuming that the oral
medium imposes or encourages parataxis, would any context of language production,
in an oral culture, ever produce anything but parataxis? It could be maintained that no
context would, and that all language produced in such a culture would be paratactic.
But if that were the case, parataxis would again be a matter of grammar, not a
specialized alternative type of syntax imposed or encouraged by the medium. It is that
kind of consideration that leads to both the oral poetry and oral culture versions of the
orality theory. But first, what kind of comparative evidence could be used to evaluate
the theory that parataxis in Homer results directly from the oral medium? If
comparison of spoken and written discourse, in a wide variety of the world’s
languages, found a general tendency for spoken discourse to be more paratactic than
written discourse in the same language, that would seem to support the theory. There

1s some evidence to that effect, and some of it has been used as the basis for an
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extended argument about the nature of Homeric syntax, which will be introduced in

section 1.2.7 below.

Another possible orality theory could be called the oral poetry interpretation, and
would give a different answer to the question about non-paratactic style in an oral
culture.”” On this interpretation, it would not be primarily the ‘oral’ part of rapid oral
composition of hexameter verse, but the combination of the “oral’, ‘rapid’ and ‘verse’
parts, that gives rise to parataxis. Comparative evidence to support such a theory
would have to come from comparison of language produced in various contexts within
an oral culture, showing that the specific context of composition-in-performance of
verse tends to give rise to parataxis, more than other contexts. Imagine, for example,
an oral culture whose members speak a language that has both paratactic and
hypotactic syntax available as options in the grammar. They use hypotactic syntax
when they make speeches at important meetings, recite poetry that is preplanned or
memorized rather than composed in performance, and perhaps just when they are
talking with one another informally. But, when they engage in composition-in-
performance of verse, they are forced or encouraged to use paratactic syntax. One
important thing to note about this kind of explanation is that, while it would be
incompatible with the oral medium theory, it would not necessarily be incompatible
with the archaism theory, if it were found that the specific context of composition-in-
performance of verse tended to involve the use of archaisms, more than other contexts.
An argument that deals with one aspect of that picture, namely a general association of
parataxis with oral poetry, has been made in work on Homer that draws on
comparative evidence from other oral poetic traditions (after Parry and Lord, also ¢.g.
Foley 1999:47-48). In general, comparative evidence to support or disprove the oral

poetry theory would have to come from work on the syntax of speech produced in

# 1t seems likely that if Parry’s theory were more explicit, this is the category that it would fall into, but
I am not aware of any argument about Homeric syntax that explicitly takes exactly this approach.
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different contexts in oral cultures. This kind of argument and evidence will come up

again in Chapter 2.

On the oral culture interpretation of the theory, Homeric Greek has paratactic syntax
because it is the product of an oral culture. This version of the orality theory is also an
archaism theory: it revives the 18" century idea that oral culture gives rise to a
particular kind of language, and the singers of Homeric Greek used that language. In
practice, this proposal has not been put forward in the form of a detailed argument
about the Homeric language specifically but rather as part of a larger proposal about
differences in the patterns of thought prevalent in Greek culture before and after the
rise and spread of literacy, and how those patterns of thought manifest themselves in
various aspects of culture (Notopoulos 1949; Havelock 1982). Notopoulos finds
paratactic organization in not only literature but also vase painting, sculpture and
architecture, and argues that parataxis is “a state of mind rather than a form of
literature”, and that “parataxis and the type of mind which expresses it are the regular
form of thought and expression before the classical period” (1949:11, 13). Havelock
argues that Homer preserves a distinct kind of thought and language characteristic of
oral culture which is organized around description of concrete things and events (the
latter preferably actions performed by a specific agent) occurring in running sequence
(1982:7-8, 137-140, 236-231), and has “a grammar of connection which is
correspondingly paratactic” (1982:140). Evidence for or against this theory, in so far
as it specifically concerns the relationship between culture and language, could come
from patterns in what types of syntax tend to be found in literate and in primarily oral
cultures, and from patterns of language change associated with the introduction of

literacy.
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1.2.7 The oral medium theory

The oral medium theory has recently been developed by Bakker, who proposes that
apposition and parataxis, as well as various other features of Homeric Greek, can be
explained and should be understood as inherent characteristics of spoken as opposed
to written language, rather than as aspects of a particular kind of grammar, or as
archaisms, because ““...speech, our own everyday language, is pervasively paratactic
too — the feature appears to be an inherent property of spoken discourse, naturally
resulting from its production, and essential in some ways to its comprehension. If this

is the case, parataxis can hardly be an archaism...” (1997:43).

Theoretical background for this theory comes from research on differences between
written language and spontaneous spoken language, particularly a study done by
Wallace Chafe (1980) in which subjects were shown a short film in and asked to
describe what they had seen, and it was found that their descriptions tended to be
delivered in bursts of sound averaging two to three seconds in duration. Chafe
(1994:63) called these bursts “intonation units”, and hypothesized that an intonation
unit “verbalizes the information active in a speaker’s mind at its onset” or “the
speaker’s focus of consciousness at that moment”. Bakker (1997:49) adopts the
intonation unit as the basis of his model for the analysis of Homeric Greek, arguing
that because the Homeric poems were meant to be spoken, it will be more illuminating
to think about the language of Homer in terms of units geared toward the analysis of
speech than in terms of units which he argues are geared toward the analysis of texts
(such as sentences): ““The concept of sentence...the primary stylistic unit of written
discourse and the principal domain for the operation of written syntax, is much less
relevant in spoken discourse. Speakers may regularly produce sentences by
intonational means (sentences that may or may not correspond to what is for us a
finished, syntactically correct sentence), but the syntax of their speech is the syntax of

the intonation unit as it reflects the flow of ideas through their consciousness.” Bakker
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analyses various peculiarities of Homeric Greek in terms of this intonation-unit model,
and compares them to features that occur in transcripts of spontaneous spoken English.
The peculiarities that he focuses on are the same ones that attracted the attention of the
comparative grammar tradition; I review the three main points of the oral medium
theory below, in each case contrasting them with corresponding points made in the

comparative grammar tradition.

First, in the comparative grammar tradition, Homeric Greek was described as building
up sentences by stringing together short clauses and phrases (whose syntactic
boundaries typically coincide with metrical boundaries such as a major caesura or line
end). Bakker (1997:48-53) proposes that these phrases and clauses, which are at the
same time metrical units, should be thought of as stylized intonation units, which are
of a size ideal for production by speakers and comprehension by listeners. He suggests
that Homeric Greek is in this respect similar to spontaneous spoken English, because

the latter, more than written English, is also organized in terms of intonation units.

Second, in the comparative grammar tradition, Homeric Greek was described as
making particularly heavy use of paratactic clause combination, which included clause
linking with discourse particles, often in contexts where Classical Greek would be
likely to use some type of subordination instead. Bakker (1997:51, 54-85) proposes
that in Homer, discourse particles such as pév, 8¢, pa and yap mark transitions
between intonation units, and serve various discourse regulating functions such as
marking the movement from one step in the narrative to another, establishing common
ground between speaker and listener, building up anticipation for the next addition,
and so forth, whereas in the written language of Classical Greek, there is less call for
the discourse regulating uses of these particles, so that their functions tend to be more
limited and specific, such as for example the use of uév...0¢ to mark contrasted

constituents. He argues that the Homeric use of discourse particles is similar to the use

64



in spoken English of connectives like ‘and’, ‘you know’ and so forth to link series of

short phrases (1997:51).

Third, in the comparative grammar tradition, Homeric Greek grammar was described
as operating on the principle of apposition (broadly defined), as opposed to
government. It was proposed that in Indo-European and to some extent still in Homer,
the subject, object and so forth are independent elements standing in apposition to
pronouns implied by or contained in the verb (Meillet and Vendryes 1927:536-537;
Chantraine 1953:7, 12-21). 1t was also argued that in Homer, sentences tend to be built
up gradually, with information parceled out in small chunks added one by one
(Ammann 1922:7-10). Bakker accepts both of these ideas, but explains them as
features uniquely well-suited to or characteristic of spoken language. First, he claims
that the gradual parceling out of information in small chunks is necessitated by the
oral medium, as opposed to the written medium: “[a sentence in which] subject, direct
object, and indirect object are all integrated within an overarching construction...
would be unlikely to occur in speech, whether ordinary or special; its conglomeration
of detail would be too complex to be grasped by the verbalizing consciousness as an
integrated whole” (1997:95). The appositional relationship between the verb and its
arguments “facilitate[s] the loose and fragmented speech that is in accordance with the
processes of the human mind in general...due to the limits of human consciousness no
linguistic unit can contain two separate ideas, or distinct items of information”

(1997:99).

There are at least two basic problems with this analysis. The first problem is with
Bakker’s argument that it is more accurate and illuminating to think of speech as being
organized in terms of intonation units that verbalize a focus of consciousness than in
terms of phrases and clauses. In practice, Bakker does not demonstrate what there is to

be gained from substituting the intonation unit, as the basic unit of analysis, for
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familiar syntactic units of analysis such as phrases and clauses, since the intonation
units he cites as examples are almost always syntactic phrases or clauses. In his initial
definition of the intonation unit, for example, he cites no examples that are not also
clauses or phrases: “Intonation units may be also be something other than a clause and
are in principle not predetermined by any kind of linguistic structure. In terms of
syntax, intonation units can be anything from complete clauses to all kinds of
nonclausal elements: prepositional phrases...phrases involving participles...or even

separate noun phrases when they are the verbalization of the idea on which the speaker

focuses.” (1997:48-49).

The second problem is that the oral medium theory, which is based on research on
speech and writing in the same language in literate cultures, becomes difficult to
interpret when it is applied to language produced in an oral culture. Let’s say that we
have in front of us two appositional and paratactic passages, one from a transcript of
someone speaking English, and the other from a trancript of someone speaking S,
where S is the language of an oral culture. Assuming, for the purpose of argument,
that the oral medium encourages speakers of English to use syntax that is paratactic
relative to the syntax they use when they write, we could then coherently claim that
the English passage is paratactic because it is spoken. Furthermore, we could compare
that transcript with a passage of English composed in writing, and claim that any
differences we found between the two had to do with the different mediums in which
they were originally produced. But we cannot coherently make the same kind of claim
about the passage from the transcript of speech in S. All our examples of S will have
been originally produced in the oral medium. In S, we can only compare speech with
speech. That makes it more complicated to explain peculiarities of speech in S in
terms of medium alone, since it is a variable that cannot be controlled for. If all speech
in S has paratactic syntax, is it a matter of the medium or of the grammar, or of

influence of the medium on the grammar? To test that, we would have to find out what
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would happen if the speakers of S adopted the practice of writing their language —
would they keep using paratactic syntax, or begin using hypotactic syntax, either
immediately or gradually? On the other hand, if some transcripts of speech in S have
hypotactic syntax, then there must be some variable that has greater influence than the

medium over whether or not speech is paratactic.

Bakker claims that since parataxis is an “inherent property of spoken discourse” it
cannot be an archaism in Homer (1997:43). But he 1s not explicit about when and in
exactly what way the oral medium is supposed to have exerted its parataxis-inducing
influence on Homeric Greek. At least in the earlier stages development of the
tradition, the singers belonged to cultures that were primarily oral, so they spoke
languages that existed primarily in the oral medium. If the claim is that those singers
were encouraged by the oral medium to use paratactic syntax, then the questions
outlined above arise. In order to answer those questions satisfactorily, it is necessary to
claim either that those singers’ speech was always paratactic, or that some variable
other than medium is what encouraged or necessitated the use of parataxis rather than
hypotaxis. If the former, then the oral medium theory reduces (or rather, expands) to
the oral culture theory, and if the latter, it reduces to some other kind of theory,
probably the oral poetry theory.

Finally, it is possible to imagine a more complicated version of the oral medium
theory, which would claim that the medium exerted its pressure later, during a period
when there was an alternative, in the form of written and more hypotactic Greek. In
that case, the claim would still presuppose the oral culture theory, because it depends
on a scenarlo involving two stages: an early, oral, paratactic stage, and a later stage in
which the rise and spread of literacy encouraged the development of more hypotactic
syntax. The idea would be that (some of) the people who shaped the language of

Homer had a choice of two registers in their everyday language, a more hypotactic
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written register and a more paratactic spoken register. Parataxis would have been
preserved in Homeric Greek primarily because Homeric material was still always
spoken or transcribed from speech, instead of being composed in writing; in that sense
it could be said to be paratactic because it was spoken. But that version of the theory,
though it seems more coherent at first, ultimately raises the same questions as the
simpler version. What sort of syntax did the Homeric language, and the dialects it was
based on, have before the hypotactic option arose? If it was paratactic when there was
no other option and remained paratactic after there was, is that because the language
continued to be spoken or because the language was conservative? We are confronted
with a text that is both linguistically old (the performance tradition is very old, and the
performance language preserves old words, forms, phrases and sentences) and in some
sense a transcript of language produced in the oral medium (it is at least ‘orally
derived’). If parataxis is both an archaism and a feature associated with the oral
medium, how are we going to tell whether the parataxis in this text 1s ‘oral medium’

parataxis or ‘archaic grammar’ parataxis?

Bakker does not deal directly with that kind of question, but nevertheless explicitly
presents his analysis of Homeric Greek as setting up an oral medium model as an
alternative to the historical grammar model, in which many of the same features that
were explained in the historical and comparative grammar tradition as aspects of a
particular syntactic typology associated with a particular period in the history of the
Greek language, can instead be explained as typical features of spoken as opposed to

written language.
1.3 Conclusion

In this chapter, I have discussed two different ways of thinking about and explaining
certain characteristics of Homeric syntax. According to the archaism theory, rooted in

the tradition of comparative-historical linguistics, these characteristics primarily
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reflect a change over time in the syntactic typology of the Greek language. The most
prominent 19" and early 20™ century version of this theory proposes that Homeric
Greek preserves features of a relatively early syntactic typology in which individual
words and clauses were more grammatically independent from one another than they
were in the later language (Meillet and Vendryes 1927:519-520, 578-579 etc.;
Chantraine 1953:12-21, 232-235 etc.). In this hypothesized early typology, relations
between words and phrases tend to be ‘appositional’ and relations between clauses
‘paratactic’. Apposition is defined in contrast to attributive modification and
government, so that an appositional relationship is one in which individual words of
various categories contribute information in separate operations, rather than binding
together into hierarchically organized phrases; parataxis is similarly defined in

contrast to subordination.

The orality theory, rooted in traditions of research on distinctive characteristics of
poetic and/or ordinary language composed and/or produced in the spoken as opposed
to the written medium, explains many of the very same characteristics of Homeric
syntax as resulting in one way or another from the effects of orality. Different versions
of the theory paint different pictures of the influence of orality, and of the relationship
between the syntax of Homeric Greek and the syntax of the ordinary spoken languages
of its singers. According to the oral culture theory, the ordinary spoken language of
early Greek oral culture was characterized by a particular kind of syntactic typology
(which could be called ‘paratactic’) that was well-suited to the oral medium, and
features of the syntax of that ordinary language have been preserved in Homeric
Greek. According to the oral poetry theory, the use of paratactic syntax by the singers
of Homeric Greek was necessitated or strongly encouraged by the specific situation of
rapid oral composition-in-performance of verse; this explanation implies that the
syntactic typology of the ordinary languages of the singers was not itself

fundamentally paratactic. According to the oral medium theory, parataxis and other
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related features of Homeric syntax are typical not just of oral poetry but of

spontaneous spoken language in general; Homeric syntax is paratactic because it was
conceived for and produced in the oral medium. This third theory, though it has been
presented as a distinct alternative, must reduce to either the oral culture theory or the

oral poetry theory when it is applied in the context of an oral culture.

The theories described above can also be divided along different lines, according to
the pictures they present of the relationship between the syntax of the ordinary
language of the singers and the syntax of Homeric Greek. Looked at from this
perspective, the archaism theory, the oral culture theory, and the oral medium theory 1f
it reduces to the oral culture theory, can be grouped together, because they all propose
that the syntactic typology of the ordinary language of (some of) the singers was
fundamentally paratactic, and that that is what explains the paratactic syntax of
Homeric Greek. The oral poetry theory, on the other hand, and the oral medium theory
if it reduces to the oral poetry theory, both propose that the paratactic syntax of Homer
1s necessitated or strongly encouraged by the specific situation of rapid oral
composition-in-performance of verse; this proposal implies that the syntactic typology
of the ordinary language of (some of) the singers was not fundamentally paratactic.
These two models of the nature of Homeric parataxis are not only different but

mutually incompatible.

In order to figure out which of these two models better explains the properties of
Homeric syntax, it will be necessary to look at comparative evidence. The 19" and
early 20" century version of the archaism theory hypothesizes the existence of a
fundamentally appositional and paratactic syntactic typology, without supporting the
proposal with comparative evidence from living languages. The oral poetry theory, on
the other hand, has typically been supported by reference to comparative evidence,

from research on both poetic and ordinary language composed and produced in the
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oral as opposed to the written medium. In order to compare the archaism and oral
poetry theories, however, it will be necessary to look at aspects of the relevant
evidence that have not been discussed in previous presentations of the latter theory. In
Chapter 2, I review some recent linguistic work on syntactic typology as well as work
on differences between spoken and written language, in order to identify predictions

made by these two theories about differences between Homeric and Classical Greek.
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2  OraLITY AND SynTACTIC TYPOLOGY

In this chapter, I reframe the theories of Homeric syntax described in Chapter 1 in
light of comparative evidence from recent linguistic work on structural differences
between spoken and written registers (the oral medium theory), differences between
high and low registers in languages that are primarily spoken (the oral poetry theory)
and the syntax of nonconfigurational and pronominal argument languages (the
archaism theory). My main aim is to identify major predictions that the orality theories
and archaism theory make about what sorts of differences should exist between

Homeric and Classical Greek, in order to identify areas where those predictions differ.
2.1 Structural differences between spoken and written language

The orality theories of Homeric syntax are based on the idea that medium affects
syntactic structure. The three main versions of the theory differ primarily in regard to
the pictures they paint of how exactly this effect has operated to produce the sort of
syntactic structure found in Homeric Greek. According to the oral medium and oral
poetry theories, use of the oral medium, in the latter case for the specific purpose of
rapid composition of hexameter verse, shaped the grammar of the Homeric poetic
performance language (Parry 1971; Bakker 1997). According to the oral culture
theory, the orality of pre-Classical Greek culture shaped the overall grammar of pre-
Classical Greek, and through it the grammar of the Homeric performance language
(Havelock 1982:7-8, 137-140, 236-231). As I pointed out in section 1.2, the oral
medium and oral poetry theories do not directly address the question of how the
syntax of the Homeric performance language was similar to or different from the
syntax of the ordinary everyday language of the singers, but instead address parataxis
and associated peculiarities of Homeric syntax as matters of style. The oral culture

theory, meanwhile, looks at them as matters of grammar, but does not focus very
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closely on language, instead presenting it as just one part of a broad hypothesis about
the effects of orality on culture. In this section, I put the oral culture theory aside and

focus on the oral medium and oral poetry theories. My aim in this section is to look at
how the picture painted by these theories fits in with what 1s currently known about

structural differences between spoken and written varieties of the same language.

2.1.1 Medium and register

Before moving on to look at what sort of predictions the oral medium and oral poetry
theories make about particular features of Homeric syntax (in sections 2.1.2 and 2.1.3
below), it will be helpful to think for a moment about general relationships between
the concepts of medium, register and syntactic typology. In section 1.2, I made a
preliminary distinction between matters of grammar, which have to do with the rules
that define a language, and matters of style, which have to do with how those rules are
used in a particular situation. The term style, however, is still potentially confusing in
this context, because it has a wide range of meaning. Are we talking about individual
style (e.g. the style of Jack Kerouac), broader literary style (e.g. ‘stream of
consciousness’), general styles used in particular situations (e.g. ‘colloquial’ style in
casual conversation), or all of the above? In what follows, instead of specifying a
narrower definition of style, I will use the term register to refer to a variety of
language that is defined in terms of the situation in which it is used. Other kinds of
language varieties can be defined in different terms; a dialect, for instance, is a variety
that i1s associated with a particular group of users (e.g. French Canadian) rather than a

particular situation.

The concept of register is a tool for thinking about patterns of correspondence between
structural and lexical characteristics of texts and the sorts of situations in which they

are produced.” First- and second-person pronouns, for instance, tend to appear more

* Throughout this chapter, I use the term ‘text’ in a medium-neutral way, to refer to both written texts
and transcripts of spoken language.
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often in transcripts of conversation than they do in texts produced in less interactive
contexts (Chafe and Danielewicz 1987). In order to be able to describe such patterns
consistently, it is helpful to have a system for classifying situations in terms of
variables that can affect language use. The medium, or physical means by which a
linguistic message is transmitted, such as sound, graphic symbols, or hand gestures
(Matthews 1997), is only one such variable. One very fine-grained system classifies
situations of language use according to parameters grouped under seven general
headings: communicative characteristics of participants (singular vs. plural adressor
and addressee, etc.); relations between addressor and addressee (formal vs. informal,
etc.); setting (private vs. public, etc.); “channel” or medium (spoken vs. written, etc.);
relation of participants to the text (planned vs. unplanned production, on-line vs. at-
leisure comprehension, etc.); purposes, intents, and goals; and topic/subject (Biber
1994, building on earlier proposals including Crystal and Davy 1969, Hymes 1974 and
Halliday 1975/2007). In this system the situation typically associated with giving a
sermon, for example, 1s characterized by the following attributes among others:
singular addressor and plural addressee; public setting in religious domain; spoken
medium; planned production and on-line comprehension; and a primarily persuasive

and informative purpose.

With that concept of register in mind, it would seem that the best way to find out how
medium affects linguistic structure would be to compare texts produced in situations
that are as similar as possible with respect to everything but medium. But another way
of attacking the problem is to start by identifying extremes of variation between
speech and writing; the sharpest differences between spoken and written language
have been found when the comparison 1s between registers that are unlike one another
in most other respects as well, namely the registers of conversation and expository
prose, which have been described as “typical speech” and “typical writing”

respectively. I will return to the approach of comparing written and spoken texts that
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are more similar in other respects in a moment, but let’s look first at the idea of typical
speech and typical writing, the nature of the situations in which they are produced, and
how aspects of those situations have been used to explain variations in linguistic

structure.

Face-to-face conversation is the best candidate for typical speech, since it is the most
universal use of not only speech but language in general (Clark 1996:8-9). Clark and
Brennan (1991; Clark 1996:8-11) list ten features of face-to-face conversation, which
depend on the combination of medium and other factors, including the following:
copresence, visibility, audibility and instantaneity (participants share a physical
environment and can see and hear each other, with no perceptible delay); evanescence,
recordlessness and simultaneity (participants’ speech fades away quickly, leaving no
record, and participants can talk and listen at the same time); and extemporaneity
(participants formulate and execute their contributions in real time). Other speech
situations have different sets of properties. Participants in video conversations are not
copresent, and participants in telephone conversations are neither copresent nor visible
to one another; speech can be recorded and videotaped; the State of the Union address

is not extemporaneous.

It is more difficult to identify a universal or most common use of written language,
partly because writing itself is not universal or as natural as speech and conversation
(Clark 1996:8-11). Not all languages are written; when a language does have a written
variety, not all of its speakers read and write; children, who can learn to speak with no
explicit instruction, have to be taught to read and write and learn to do so later than
they learn to speak (Clark 1996:8-11); and the ways in which writing is used can vary
fairly widely from culture to culture (Scribner and Cole 1981; Heath 1983; Street
1984; Besnier 1988). In practice, orality researchers have focused on expository prose

as representative of typical writing, because it has features which maximally exploit
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inherent and distinctive properties of the written medium, and which provide the
sharpest possible contrast with the features of face-to-face conversation (Chafe and
Danielewicz 1987; Biber 1988:36-37; 1995). Typically, the writer of expository prose
is separated from his audience in time and space (no copresence, visibility, audibility
or instantaneity), creates without immediate reaction from an audience a text that
endures for some amount of time as a record (no evanescence, simultaneity or
recordlessness), and has time to plan and revise (no extemporaneity). Whereas
conversation 1s produced and understood in real time, expository prose can be
produced slowly, with planning and revision, as a static object that the reader can read
and reread at any speed and in any order; typical speech can be thought of as a process
and typical writing as a product (Halliday 1987). Other writing situations have
different properties: the composition of personal letters tends to be relatively
extemporaneous; students passing notes in class share the same physical environment
and can see and hear one another; written records can last for only a few seconds

(instant messaging with recording turned off) or for millennia (inscriptions on stone).

Structural differences between conversation and expository prose have been explained
by orality researchers as functionally motivated by aspects of the situations in which
they are produced, and in particular by their respective mediums. So, for instance,
expository prose, relative to conversation, tends to be syntactically dense and highly
integrated, containing a higher proportion of content as opposed to function words,
more varied and precise vocabulary (higher average word length and higher type/token
ratio), more elaborate noun phrases (more attributive adjectives, more
nominalizations, and the like), and more of certain kinds of subordinate clauses
(Drieman 1962; Gibson, Gruner, Kibler, and Kelly 1966; O’Donnell 1974; Pawley and
Syder 1983; Biber 1986; Chafe and Danielewicz 1987; Biber 1988:102-103 etc.;
Halliday 1989:61-75; Biber 1994; 1995:141-235, 236-280; Miller and Weinert 1998).
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Compare examples la (written) and 1b (spoken); 1a has a function word to lexical

word ratio of 2:1, while 1b has a ratio of 1:2 (Halliday 1989:61).

(1) a. The trust has offered advice to local government authorities on
cemetery conservation. (H89:61)
b. The only real accident that I’ve ever had was in fog and ice.
These differences are usually explained partly in terms of a contrast between pressures
exerted by rapid, spontaneous oral production and opportunities offered by leisurely,
planned written production. Speech is fast, and writing is slow; speech is not editable,
and writing is editable; syntax that packs a lot of lexical content into dense, highly
integrated bundles may be easier to produce at slow speed with time for planning and
revision and also easier to comprehend when it is encountered in the form of a
permanent record that can be read and reread in any order and at any speed (Pawley
and Syder 1983; Biber 1986; Chafe and Danielewicz 1987; Biber 1988:36-46; Mithun
1992; Biber 1994; Chafe 1994; Miller and Weinert 1998:22-23).

Conversation, on the other hand, compared to expository prose, tends to contain a lot
of discourse particles like “well” and “you know”, emphatics like “really” and “just”,
first- and second-person pronouns, references to concrete as opposed to abstract
objects and events, and inexplicit, context-dependent references via demonstratives,

pronouns and pro-verbs (2a) (Devito 1966; 1967; Biber 1986; 1988:102; 1995).

(2) a. [Ijustthis year have ...dropped down to teaching half time ...which is
what [’ve always wanted. ...You know I’'m happy about it. ...It’s a
...terribly long commute, ...and now I’m just going two days a week.
...And just teaching one course a quarter. ...Cause the regular ...
teaching load for us is six courses a year. (C87)
These differences are usually explained in terms of inherent features of medium and

situation, or the “social interaction which is inherent in speaking, as contrasted with

the social 1solation which is inherent in writing” (Chafe and Danielewicz 1987:4).

77



Participants in face-to-face conversation interact directly, sharing a spatial, temporal
and physical environment to which they can make concrete reference, and react and
monitor one another’s reactions in real time, so any confusion caused by inexplicit
reference can be easily cleared up; writers of expository prose and their audiences are

usually separated in time and space and do not interact directly.

So, there are certain linguistic features that are more common in conversation and
others that are more common in expository prose. But what about other situations?
Are there differences that distinguish all spoken registers from all written registers?
No such clear-cut differences have yet been identified, but there are general patterns.
Biber, on the basis of the most thorough and fine-grained analysis to date of relevant
linguistic features occurring in a large corpus containing many different types of
spoken and written texts, concluded that there was no set of features that distinguished
all forms of speech from all forms of writing (1988:160-64).°' Instead, he found
several dimensions of register variation, each associated with different communicative

99,

functions (1988:109-169): “informational vs. involved production”; “narrative vs.

3, <« CENN

non-narrative concerns’; “explicit vs. situation-dependent reference”; “overt
expression of persuasion”; “abstract vs. non-abstract information”; and “on-line
informational elaboration”. Spoken and written registers overlapped along each
dimension. Though features associated with involvement are more common in face-to-
face conversation compared with expository prose, there are also written registers that
are more involved than many spoken registers. Personal letters, for instance, score

higher on a scale of involvement than non-conversational spoken registers such as

spontaneous and prepared speeches, interviews, and broadcasts (see example 3a

3! Biber (1988) looks at 67 linguistic features occurring in 481 spoken and written texts (960,000 words
total) representing 23 different genres, identifies sets of features that are highly likely (and highly
unlikely) to co-occur in the same texts (Biber 1986; 1988), and measures the occurrence of these sets of
features in different text types, with the aim of finding correspondences between situational vanables
and structural characternistics. This method has also been used to investigate diachronic (Biber and
Finegan 1989) and cross-linguistic (Besnter 1988; Hared 1994; Kim and Biber 1994; Biber 1995)
register variation.
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below) (Biber 1988:128). On certain measures, such as the use of first person
pronouns and concrete reference to times and places through the use of spatial and
temporal adverbs and adverbial phrases, writers of personal letters can outscore even

conversationalists (Chafe and Danielewicz 1987).

(3) a. How you doing? I’'m here at work waiting for my appointment to get
here, it’s Friday. Thank goodness, but I still have tomorrow, but this
week has flown by, I guess because I’ve been staying busy, getting
ready for Christmas and stuff....Me and L went shopping at
Sharpstown last Monday and I got a lot done, I just have a few little
things to get. (B88:132)

Features associated with informational purpose are conversely more common in
expository prose and less common in conversation. But, there are also spoken registers
that are more informational than many written registers. Broadcasts appear closer to
the informational end of the spectrum than personal and professional letters and all
types of fiction except for science fiction; in (4a), taken from a broadcast description

of a state funeral, there is quite a lot of precise vocabulary, and a high proportion of

content to function words (Biber 1988:128):

(4) a. flanked # by its escort of the Royal Air Force # the gun carriage #
bearing the coffin # [pause] draped with the Union Jack # [pause] on
it # the gold # and enamel # of the insignia of the Garter # [pause]
and as it breasts # the slight rise # [pause] the naval crew that draws it
# presents # an overwhelming impression # of strength # and
solidarity # [pause] (B88:134)

Though Biber found no absolute distinction between speech and writing, he also found
overall patterns of distribution of spoken and written registers that are compatible with
earlier hypotheses about differences between “typical speech” and “typical writing”.
Along the dimensions of “informational vs. involved production”, “explicit vs.

situation-dependent reference” and “abstract vs. non-abstract information”, there was a

general tendency for spoken registers to be relatively involved, situation-dependent

79



and non-abstract, while the top ten or so highest scores for informational production,
explicit reference and abstract information all went to written registers; even the most
abstract, explicit and informational spoken registers were still less so than a good
number of the written registers. This means that, at least for English, there is empirical
justification for considering some structural characteristics of texts (those associated
with involvement, for instance) to be prototypically “oral”, and and others (those
associated with informationality) to be prototypically “literate”; using the terms “oral”
and “literate” in that sense, you could say that broadcasts are a relatively literate

spoken register and personal letters a relatively oral written register.

Another factor that has to be taken into account in thinking about influence of medium
on linguistic structure is syntactic typology. The oral medium theory of Homeric
syntax likens characteristic features of the language of the Iliad and Odyssey to
features that appear in transcripts of spontaneous spoken English, and explains them
by reference to a situational variable that these texts share: they were both produced in
the oral medium (Bakker 1997). But the structure of Ancient Greek is quite different
from that of English, most obviously with regard to inflection and what sort of
information 1s conveyed by word order. Do the same sorts of differences between
spoken and written registers, such as conversation and expository prose, show up no
matter what sort of grammar a language has to begin with? To a large extent, they do.
The same general tendency for spoken registers, relative to written registers, to display
less lexical and syntactic elaboration, and more situation-dependent as opposed to
explicit reference, as well as more features associated with involvement as opposed to
informationality, shows up in Korean (Kim and Biber 1994) and Somali (Biber 1994).
Japanese spoken narratives collected as part of the Pear Film Project (Chafe 1980)
show less syntactic elaboration than corresponding written narratives and contain a
higher proportion of politeness forms, discourse particles, and situation-dependent

references (Clancy 1982). In Mohawk, a polysynthetic Iroquoian language, written
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texts tend to have denser and more integrated syntax (more constituents per clause;
more complex constituents; more coordination and embedding of clauses) and more
morphologically complex vocabulary, than spoken texts (Mithun 1992). Russian and
German conversations, compared with news articles, tend to contain more pronouns

and fewer complex noun phrases (Miller and Weinert 1998:159-176).

This does not mean, however, that a particular linguistic feature that is associated with
spoken or written registers in one language will necessarily be associated with the
same range of registers in another language. Correlative clauses, for example, occur in
Russian primarily in informal spoken registers, but in Bengali are used in both spoken
and written registers (Miller and Weinert 1998:113-117). Left-dislocation (“Marija,
she swam from Alcatraz yesterday”) is highly marked and almost entirely limited to
informal spoken registers in English, but is not particularly marked in European
Spanish and regularly appears in both informal and formal spoken registers (Hidalgo
2000). Discontinuous noun phrases (“the blue she wore swimsuit”) do not occur in
either spoken or written English, and are mostly limited to informal spoken registers in
Russian (Miller and Weinert 1998:164-169), but regularly occur in written registers of
Classical Greek (Devine and Stephens 2000). General patterns in register variation are
realized in different ways in languages with different structural characteristics. In
highly inflected languages with relatively flexible word order, certain ways of
encoding pragmatic information via word order, or a combination of use of discourse
particles and word order, can be more common in spoken than in written registers
(Japanese: Clancy 1982; Russian: Miller and Weinert 1998:164-169), though use of
word order to encode pragmatic information tends to be a feature of both spoken and
written registers in such languages (Hungarian and Finnish: Miller and Weinert
1998:253). In spoken registers of English, where the internal word order of phrases
and clauses is fairly fixed, pragmatic relations can be encoded through the ordering of

short clauses and phrases (which may each contain only one or two lexical elements)

81



relative to one another, as well as intonation, focus particles, and certain syntactic
constructions like left and right dislocation (Miller and Weinert 1998:142-43, 196-98,
237-39).

2.1.2 Register and Homer

Homeric Greek belongs to a special class of registers used for performing or writing
traditional poetry; in what follows, I will refer to it as a performance register (Foley
1995:16; De Vet 1996; Foley 1999:100; 2005). Performance registers share distinctive
characteristics, such as mixing words and forms from different dialects (even different
languages) and time periods that would never have coexisted in any other spoken or
written register (Foley 1995:82-84; De Vet 1996; Foley 1999:66-83; 2005). While
keeping these special traits in mind, it will nevertheless be useful to ask the kind of
questions about the Homeric performance register that could be asked about any other
register. How can the situation(s) that Homeric poetry was produced in be described in
terms of situational variables? What sort of range of registers is likely to have existed
in Greek during the time when the Iliad and Odyssey were under development, and
how would the Homeric performance register have fit into that range — how would it

have compared to other varieties of language?

Let’s consider two historical scenarios for how the Homeric texts we have were
created: the dictation (Lord 1960/2000:150-57; Powell 1991:231-233; Janko 1998:37-
38; Powell 2004:30-34) and evolutionary (Nagy 1992b; 1996b:109-110) theories.
According to both theories, the Iliad and Odyssey are rooted in an oral tradition that
probably already existed in some form in the 2" millennium (Janko 1994:9-12; Nagy
1996b:109-110). According to the dictation theory, our texts are descended by textual
transmission from original texts that were dictated by a monumental poet and
transcribed in the recently invented alphabet, sometime in the 8™ century (Powell

1991:231-233; Janko 1998:37-38; Powell 2004:30-34). According to the evolutionary
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theory, the texts we have are the result of a gradual process of text-fixation, which can
be divided into five stages: in the earliest period, the tradition was entirely oral and
very fluid, with form and content varying and being given different emphasis from
performance to performance; in the mid-8™ through mid-6" centuries, the tradition was
still entirely oral, but became less fluid as it was performed in pan-Hellenic contexts
for a wide range of audiences; in the period between the mid-6" and late 4™ century,
transcripts began to be made, perhaps first under the Peisistratids in the context of
performance at the Panathenaian Festival, and later under Pericles; in the late 4™
century, there was an effort to standardize oral performances, in which written texts
may have been used as scripts; and finally in the 2™ century, Hellenistic scholars,
working with multiple written source texts, edited what were meant to be definitive

written versions of the Iliad and Odyssey (Nagy 1996b:109-10).

According to both theories, the tradition that gave rise to Homeric poetry was entirely
oral between the second millennium and the 8™ century. The first concrete evidence of
alphabetic literacy in Greece dates to the early 8" century; in the 13" century,
Mycenean Greek was written in Linear B, but it seems to have been used only for
keeping lists and inventories (Harris 1989:vii; Chadwick 1990:26). So, during this
period all Greek registers, with one restricted exception, were spoken registers. The
Homeric performance register was not distinguished from other Greek registers by the
situational variable of medium. What else can be said about the sorts of situations in
which the performance register would have been used during this period? And what
sorts of other registers are likely to have existed? There are two basic types of
evidence that can be used in trying to answer these questions. First, there is the
internal evidence of how speech and song are represented in the Iliad and Odyssey
themselves, and second, there is comparative evidence that comes from
anthropological and linguistic studies of register differences in oral and predominantly

oral cultures.
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Performances of epic poetry are likely to have belonged to the general class of speech-
acts referred to in Homer as muthos or when accompanied by music to the class of
aoide, “song” (Martin 1989; 2005). The marked term muthos is used in Homer to refer
to “a speech act indicating authority, performed at length, unsually in public, with a
focus on full attention to every detail”’; the unmarked term epos can be used to refer to
any kind of speech, but is most often used to refer to “an utterance, ideally short,
accompanying a physical act, and focusing on message, as perceived by the addressee,
rather than on performance as enacted by the speaker” (Martin 1989:12). Aoidé seems
to be distinguished from muthos primarily by the presence of musical accompaniment
and the professional as opposed to amateur status of the performer; Phemius and
Demodocus sing (Od. 1.325-52; 8.43-6, 469-521), but when Nestor and Machaon (1.
11.643) and Odysseus and Penelope (Od. 23.301) tell each other stories, they are said
to “delight in muthoi” (Martin 2005:11). The category muthos can be further
subdivided into three basic types of speech-acts: commands, flyting, and feats of
memory (epic narrative would fall into the latter category), while the category epos
includes all forms of speech that do not fall into the category of muthos, such as
private conversation and prayer (Martin 1989:37-42, 47-88). This opposition between
muthos and epos could be described according to the system introduced in section
2.1.1 as a register distinction defined primarily in terms of the situational variables of
purpose (persuasion, antagonism or performance of feat of memory vs. unspecified),
setting (public vs. unspecified), and relations between speaker and addressee

(authoritative speaker vs. unspecified).

Register distinctions based on similar criteria are found in contemporary cultures that
are predominantly oral or have only recently begun to use writing (Bauman and
Sherzer 1974/1989; Martin 1989:10-12). In the Chamula Tzotzil folk taxonomy of
speaking, speech is divided into three main categories: ordinary speech (e.g.

conversation), ‘speech for heated hearts’ (e.g. political oratory and court speech), and

84



‘pure words’ (e.g. wordplay, narrative, ritual speech, and song) (Gossen 1974/1989).%
In the San Blas Cuna taxonomy, there are categories designated ‘the people’s
language’ (everyday language such as conversation) and ‘chief’s/congress language’
(narrative speeches given by chiefs at assembly) as well as separate categories for the
language used in various types of ceremonial rituals (Sherzer 1974/1989).** Many
North American languages have distinct registers for ritual speech, which is
distinguished in part by its authoritative status (DuBois 1986; Mithun 1990; Chafe
1993; Mithun 1999:281-89).

So, it looks as though at least up to the 8" century, the register landscape of Greek is
likely to have involved a distinction between a high register or registers associated
with public, authoritative, and lengthy speech, and a low register associated with
everyday speech. The Homeric performance register will have been a high register.
What sorts of linguistic features are typically associated with high spoken registers in
languages that are entirely or primarily spoken? First, there are various forms of
archaism and parallelism. These features are present in traditional oral poetry in many
primarily spoken languages (Finnegan 1977:109-118). Archaism is a feature of high
registers in Zuni (narratives; Tedlock 1971), Menomini (ritual language; Bloomfield
1927), and other North American languages (DuBois 1986; Mithun 1999:281-89).*
Both archaism and parallellism are distinguishing features of high registers in
Zinacanteco Tzotzil (prayers, songs, and scolding; Bricker 1974/1989), Ch’orti’

(narratives and ritual prayers; Hull 2003), and Cuna (‘chief’s/congress language’ and

2 Tizotzil is a Tzeltalan Mayan language spoken in Southern Mexico. Tzotzil texts first began to be
produced in the 1970’s and 1980’s (Haviland 1996).

** Cuna is a Central American language spoken in Northeastern Panama. Cuna began to be written in
the first half of the 20™ century (Howe 1979).

** Zuni is a North American language spoken in New Mexico; Menomini is an Algonquian language
spoken in Wisconsin (Mithun 1999:583, 333-35). The North American languages discussed 1n this
section generally began to be written between the late 19™ and late 20" centuries; the usual scenario is
that the Americanist who writes the first grammar develops an orthography for the language.
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ceremonial language; Sherzer 1974/1989).”> Also common are recurrent formulas,
dialect- and language-mixing, and use of euphemism, metaphor, and periphrasis:
recurrent formulas are found in Seneca and Cayuga ritual speech; borrowed Keresan
words that are unintelligible to speakers of Hopi occur in Hopi ritual language;
euphemism, periphrasis and metaphor are features of high-register speech in Wintu,
Hopi and Zuni (Mithun 1999:281-89).% In the Australian language Warlpiri, high-
register speech is distinguished by lexical elaboration, including extensive use of
synonyms in repetition, morphological complexity (an example of the latter is the use
of multiple preverbs attached to a single verb), and the use of ‘difficult and learned’

grammatical features (Cataldi 2001:184).”

Second, there is some evidence that high spoken registers, in languages that are
primarily spoken, tend to be characterized by denser, more integrated syntax than
everyday registers. There are few studies that discuss this kind of contrast in any
detail, but they report similar patterns. Linguistic features occurring in three Seneca
registers fall along a continuum running from maximally free structure in conversation
to maximally stylized and constrained structure in ritual chanting; chanting is
characterized not only by stylized and constrained prosody and and abundant use of
formulaic material, but also by lengthy and complex sentences (more elaborate clause
combination, more noun phrases per clause); conversation is correspondingly
characterized not only by free prosody and scant use of formulaic material, but also by

short and fragmented sentences (simple clauses, few noun phrases per clause, many

** Ch’orti’ is a Ch’olan Mayan language spoken in Guatemala which began to be written in the late 20®
century (Hull 2003). Mayan was written in a logosyllabic script between the 3™ century BC and the 16™
century, and some Mayan languages were written by native speakers in a Spanish-based alphabet during
the colonial period, but in the postcolonial period they were mostly not written by native speakers until
late in the 20™ century (Suarez 1983:142-44).

* Wintu is a North American language of Northern California (Mithun 1999:560-63); Hopi is a North
American language spoken in Arizona that began to be written in the late 19" century (Clemmer 1995).
*7 Lexical diversity is also a characteristic feature of oral poetry in Somali, which has a short but
voluminous and varied written tradition (dating from 1972, when it began to be used as the official
written language of Somalia); high-quality oral poetry has greater lexical diversity than even
informational written registers (Biber 1995:412).
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afterthoughts and repairs); the preaching style falls in between these extremes (Chafe
1993) .** In Kiowa, traditional narratives feature denser and more integrated syntax
(more elaborate incorporation, more use of relative clauses and adverbial dependent
clauses, and less paratactic stringing together of clauses) than unplanned personal
narratives (Watkins 1985).* Wintu shaman speech features longer words and
sentences, more left-branching and subordination and fewer hesitation forms than
everyday speech (Schlichter 1981). This second kind of difference between low- and
high-register speech in primarily spoken languages to some extent parallels structural
differences between conversation and expository prose in languages with literary
traditions. Possible pragmatic motivations for these differences resemble those that lie
behind spoken-written contrasts. High-register speech, like writing, tends to involve
more planning than conversation (Mithun 1990; Chafe 1993). Prayers, songs and
narratives are often meant to function as relatively fixed texts that derive their
authority from sources outside the speaker (Chafe 1993), and endure through time as

objects, like writing, rather than being purely evanescent, like conversation.*

This latter type of comparative evidence, in particular the association found in high-
register Seneca between constrained, stylized prosody, use of formulaic material, and
syntactic density and integration, undermines the oral poetry theory, which holds that
the loose, paratactic syntax of Homeric Greek (relative to Classical Greek) resulted
from or was designed to meet the specific demands of rapid oral composition-in-
performance of hexameter verse: “Oral versemaking by its speed must chiefly be
carried on in an adding style. The Singer has not time for the nice balances and

contrasts of unhurried thought: he must order his words in such a way that they leave

* Seneca is an Iroquoian language spoken in upper New York State and Southern Ontario (Chafe
1963/2007).

¥ Kiowa is a Kiowa-Tanoan language spoken in Oklahoma (Mithun 1999:441-447).

* Oral texts are usually more mutable than written ones (Serbo-Croatian texts, for example (Lord
1960/2000:99-120)), but in extraordinary cases (Vedic texts, for example (Kiparsky 1976)) they may be
completely fixed.
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him much freedom to end the sentence or draw it out as the story and the needs of the
verse demand” (Parry 1929/1971:262). Instead, this evidence suggests that in the pre-
8™ century context, the Homeric performance register may have been distinguished
from other registers not only by archaism and dialect-mixing, metrical form and use of

formulas, but also by relatively dense and integrated syntax.

For the period after the 8 century, the dictation and evolutionary theories have
different implications. According to the dictation theory, after a monumental 8"
century dictation, the text of Homer was fixed, and changes to it will have come only
from the wear and tear of textual transmission; performances occurring after the
dictation will have been based on rote memorization of the fixed written text (Powell
2004). For the dictation theory, there s little reason to try to figure out how the
Homeric performance register would have fit into post-8™ century ranges of Greek
registers, because it was used creatively, like a living language, only by pre-8" century
aoidoi; what post-8" century rhapsodes did was memorize a fixed text written in an
extinct performance register that they would not have had to be fluent in. According to
the evolutionary theory, however, there is no sharp dividing line between aoidos and
rhapsode; post-8™ century rhapsodes were creative producers of Homeric poetry, who
were fluent in the performance register. They will have learned and used the Homeric
register for performing epic poetry, while using spoken and written registers of
Classical Greek in all other situations.*! For the evolutionary theory, then, there is
some reason to think about how the performance register was used and perceived by

speakers of Classical Greek.

The Homeric performance register continued to be a high register even after the

advent of alphabetic literacy and the introduction of written registers into Classical

“ Rhapsodes may have used written texts (Sandys 1903; Thomas 1992:118-119); Xenophon’s Socrates
asks a young man who owns the complete works of Homer whether he is training to become a rhapsode
(Mem. 4.2.20-22).
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Greek. Study of Homer was a main feature of the education of literate Greeks;
Homeric poetry was competitively performed on important public occasions such as
religious festivals; and a specialist level of fluency in the performance register was a
basis for membership in the dedicated profession of rhapsode (Sandys 1903; Harris
1989:39, 59, 85; Thomas 1992:113-123). Plato, in the course of arguing that Homer
should be banned from the Republic, discusses the more orthodox view that Homer
was the educator of Greece and that people should conduct their entire lives in such a
way as to be in accordance with his works (Rep. 606¢e1-5), and that view is directly put

forward by a character in Xenophon’s Symposium (4.6).

The literate critical tradition judged the style of the Iliad and Odyssey to be serious,
stately, weighty, elevated and noble. Aristotle says that Homer is supreme in the
serious style (t& orovdaia pdAiota rtonTrg “Ounpog Av Poet. 1448b.34-35); that the
Iliad and Odyssey surpass everything else in diction and thought (Aé€e1 kai dtavoiq
navta unepPéPAnkev Poet. 1459b.16); and that hexameter is the most stately and
weighty meter and narrative mimesis more elevated than other types (10 yap npwikdv
OTACIHWTATOV Kol OYKWOEGTATOV TV HETPWV E0TIV...EPITTN YAP Kal 1] Sinynuatikn
pipnoig T@v dAAwv (Poet. 1459b.34-7).*? Plato’s Socrates says that when arguing with
admirers of Homer one should concede that he is supremely poetic and first among
tragedians (Rep. 607a3). Later critics make similar comments: writers aiming at
sublime style should ask themselves “how would Homer have said this?” (De

Sublimitate 14.1); the style of Homer is very elevated (De Elocutione 37.3).

* Aristotle contrasts the dignity of hexameter with the commonplace nature of iambic meter, which he
says 1s conversational and suitable for representations of everyday life. lambic often occurs naturally in
Classical Greek conversation whereas hexameter does not: pdAiota yap AekTiKOV TGOV PETPWYV TO
loapPeidv otiv: onueiov 3¢ TovTow, TAEloTa yap lapPeia Adyopey &v tf] daréktw 1A mpdg dAARAOLG,
£€quetpa 8¢ OAydkic kai éxkPaivovteg tfic Aektikfig dpuoviac (Poet. 1449a.24-28); the trochaic
tetrameter and the iambic are lively and suitable respectively for dancing and the representation of
everyday life: 6 82 lapPeiov Kal TETPAPETPOV KIVATIKA KL TO PEV dpXNOTIKOV TO OE TPaKTIKOV
(Poet.1459b.37-1460a.1).
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The archaic and dialect-mixing features of the performance register were considered to
be an important part of its appeal, and were actively studied. Aristotle considers the
use of yA®ttal, words from archaic and regional dialects, to be a distinctive feature of

noble style, and particularly appropriate for epic: *

AéEewc 8¢ dpetn) oaeii kal un TamEVV gival. cagestdtn PEv ovv £oTiv 1 £k
TOV KUpIwV Ovopdtwy, dAAAX Tamelvh...oepvr 8¢ kal éEaAAdTTovoa TO

181w tikov N Toig Eevikoig kexpnuévn. Eevikov 8¢ Aéyw yAdttav kal
HETAPOPAV Kal ENékTacty Kal mav T0 napd to kUptov (Poet. 1458a.18-23); tdv
8" dvopdtwv T pev SimAd pdAiota dpudtret toic Sbvpduporg, ai d¢ yAdtrat
T01G NpWIKOIG, ai 8¢ petagopal toig iapPeiorg (Poer. 1459a.9-10).

The best diction is clear but not low. Diction made up of ordinary words is the
clearest, but it is low...diction that uses strange words is noble and removed
from the commonplace. By strange words | mean dialect and archaic words,
metaphors, ‘lengthening’ [note: this seems to include archaic uncontracted
forms] and everything out of the ordinary (Poer. 1458a.18-23); compounds fit
best in dithyrambs, archaic and dialect words in hexameters, and metaphors in
jambics (Poet. 1459a.9-10).

Learning Homer in school was supposed to mean, among other things, learning the
special vocabulary of the performance register. In a fragment from Aristophanes’
Banqueters, an old-fashioned parent is dissatisfied with the education pursued by one
of his sons and tries to show up his deficiencies by testing his knowledge of Homeric
yA@Trat (Tlpodg tadta oL Aé€ov “Ounpov éuol yAwtrac, tf kahoot kbpuupPa;... T

KaAoUo auevnva kdpnva; (Fragmenta Dait. 15.1)).

Similar ways of using traditional oral performance registers or performance languages,

and attitudes toward their characteristic linguistic features, are found in some living

“ When Aristotle introduces the term y)\wtt(x he explams )\syw 65 KOplov pdv ¢ xpwvuxl £kaotol,
yAGTTAV 8¢ @ ETepor (ote Qavepdv 8T kal YAGTTAV Kal kOplov givat Suvatdv to abté, ut Toig avToig
8¢ I call ordinary what each group severally uses, and dialect what all the others use, so it is clear that
something can be both ordinary and dialect, but not for the same people” (Poet. 1457b.3-5), and gives
as an example a word from a regional dialect; in a later discussion of the proper use of yA@ttat, he
gives a number of examples involving archaisms; in the Rhetoric, he uses the phrase trjv dpxaiav
yA®@ttav in discussing an archaism: 10 ydp tékpap ki épag TaUTOV €0TL KaTd TV dpxaiav yA@tTav
“the words téxuap and népag are the same in the archaic dialect” (Rh. 1357b.9-10).

90



cultures where they exist alongside written registers and/or are written down
themselves. It is common for archaism and dialect or language mixing to be regarded
as high-register features that create a noble, elevated tone. Traditional Balinese oral
poetry 1s composed in a performance language that is made up of a mixture of Sanskrit
and Old Javanese (former prestige languages of the royal court); it is performed in a
variety of public settings, including festivals and puppet plays, as well as reading
groups where one person reads the text aloud, another translates it into Balinese, and
the audience and readers discuss issues related to the text, including linguistic issues
(De Vet 1996). Performers are speakers and writers of Balinese and Indonesian, who
belong to “the most literate groups on the island”; they are singled out for their interest
and talent at an early age and “undergo special purification rituals which procure the
assistance and protection of Saraswati, the goddess who brought language, culture and
civilization to humans”; they learn the performance register through apprenticeship to
experienced performers and through study of texts, word lists and style manuals; their
parents assist in this process, teaching and testing them on the special vocabulary; oral
performances involve improvisation, and performers are judged on their level of
fluency in the performance register (De Vet 1996:62). Even in cultures where oral
traditional literature in general is classed as low-status in relation to written literature,
relative distinctions are sometimes made within the realm of oral traditional literature
between archaic or archaizing high registers and low registers that use the language of
everyday conversation. Within the Chinese Yangzhou pinghua storytelling tradition,
which is passed down through storyteller families in both written and oral form, a
distinction is made between ‘round mouth’ style, homogeneous with the ordinary
Yangzhou dialect, and ‘square mouth’ style, which is characterized by archaic
phonological and grammatical features and use of formulas and parallellism; public
and some private speech by high-status characters is delivered in square-mouth, while

all of the speech of low-status characters and some of the private speech of high-status
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characters is delivered in round-mouth (the latter often to comic effect) (Bghrdal

1997).

The oral medium theory compares characteristic features of Homeric Greek to features
that are typical of spontaneous spoken language as opposed to expository prose in
languages that are both spoken and written. This comparison runs the risk of creating a
distorted picture of what sort of animal the living Homeric performance register
actually was and how it would have been perceived by contemporary audiences, in so
far as it elides distinctions between different kinds of spoken registers, and the
linguistic features associated with them. Homeric Greek was a spoken register, but it
will never have been a low spoken register. Instead, during the period when all Greek
registers were spoken, it was most likely a high register, used for persuasive, public,
authoritative, and lengthy speech (muthos). Comparative evidence indicates that for
pre-8™ century audiences, the Homeric performance register may have been
distinguished from other registers in part by its relatively dense and integrated syntax;
this evidence undermines the oral poetry theory that the loose and paratactic syntax of
Homeric Greek relative to Classical Greek results from or is designed to meet the
demands of rapid composition-in-performance of hexameter verse. During the period
when Homeric poetry was performed by literate speakers of Classical Greek, the
Homeric performance register continued to be a high register; its linguistic archaism
was thought to elevate it above the commonplace realm of everday life. Having
established that the comparison drawn by the oral medium and oral poetry theories
between Homeric Greek and spoken registers in languages like English is misleading
in that respect, I nevertheless proceed in section 2.1.3 to look at similarities between
features of Homeric Greek and features of spontaneous spoken language in general in

languages that are both written and spoken.
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2.1.3 Homer and the syntax of spoken language

In practice, the peculiarities of Homeric Greek syntax have not been defined in
relation to the conversational registers that would have been contemporary with it over
most of the course of its development, since there is no direct evidence to indicate
what those registers were like, but instead in relation to the syntax of written registers
of Classical Greek. The oral medium theory claims that syntactic differences between
the Homeric performance register and Classical Greek written registers are analogous
to syntactic differences between typical speech and typical writing in living languages
like English that have both spoken and written registers. In the rest of this section, I
survey some of the syntactic differences that have been found between such registers,
covering some material that has not previously been discussed in relation to the oral
medium theory. My primary aim is to identify major predictions made by the oral
medium theory about what sorts of syntactic differences should exist between
Homeric and Classical Greek, in order to be able to compare those predictions with the
predictions made by the archaism theory that will be identified in section 2.2 and
identify areas where the two theories make different predictions; in Chapters and |
look in depth at one such area, quantification. Along the way, I give some brief and
superficial evaluations of how well various other predictions of each theory match up

with differences between Homeric and Classical Greek.

Phrases and simple clauses

In 19™ and early 20" century comparative grammar tradition, the structure of Homeric
phrases and clauses was characterized as being ‘appositional’. it was argued that this
appositional type of syntax operated on a principle of ‘independence of terms’,
whereby individual words of various categories, such as nouns, verbs, adjectives, and
adverb/prepositions, tended to constitute separate phrases on their own and contribute

information in separate operations, rather than binding together into hierarchically
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organized phrases (section 1.1.1). There are some strong similarities between this
broad characterization and the broad characterization of phrase- and clause-level
structural differences between spoken and written registers (already outlined in section
2.1.1). Many of the features that have been found to be generally less common in
spoken registers are ones that allow information to be bound together into large
chunks with complex internal structure. Conversely, certain features that allow
information to be added to clauses in small chunks tend to be more common in spoken
registers, or even exclusive to them. The form that such strategies take tends to vary
with the typology of the language. Functional motivations behind this overall tendency
may include greater ease of speech production and parsing when phrases and clauses
are kept small and light, and, in some cases, a higher priority placed on the encoding
of pragmatic information through word order. Finally, it is useful to keep in mind that
the kinds of structural differences identified in the literature on spoken and written
language can be divided into two main categories. First, there are statistical
differences in the frequency of occurrence of various features; attributive adjectives,
for example, are common in both written and spoken registers, but their rate of
occurrence tends to be higher in literate and written registers than in oral and spoken
registers. Second, there are features that are more specifically associated with one
medium or the other; in English, certain discourse particles tend to occur only in
spoken registers, and accusative and infinitive indirect statement only in written

registers; in Russian, hyperbaton tends to occur only in spoken registers.

There are significant differences between oral and literate registers with respect to the
frequency of occurrence of lexical nouns and complex noun phrases; this 1s well-
documented for English and has also been found in studies of other languages. First-
and second-person pronouns, indefinite and demonstrative pronouns (Biber 1988:102-
3), and prodrop in languages that allow it (Clancy 1982, Miller and Weinert

1998:219), tend to occur more frequently in spoken than in written registers. This
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probably has to do with the contextualized nature of typical speech; participants share
the same context, the speaker knows who the audience is, and any problems can be
cleared up through immediate interaction, so the speaker can refer to the shared
context, make appropriate assumptions about the knowledge of the audience, and
gauge their reaction in real time, whereas the typical writer has to prepare something
that will be understood by an unknown audience without shared immediate context
and with no opportunity for further interaction (Jahandarie 1999:136-9). Literate
registers of English have a higher rate of occurrence of lexical nouns than spoken
registers (Biber 1988:102-108, 129-135) and also a higher rate of occurrence of
complex noun phrases (phrases consisting of more than just a single constituent like
books or a single constituent plus a determiner like the books) and features that are or
can be used to construct those phrases, such as attributive adjectives (the yellow book),
prepositional phrases (the books on the table), and pre- and post-modifier participles
(the whirring fan, the book written by Alice) (Chafe 1982; Chafe and Danielewicz
1987; Biber 1988:101-69; Halliday 1989:69-73; Miller and Weinert 1998:133-59).
Nominalizations (Chafe and Danielewicz 1987; Biber 1988:102-3; 110, 142-48) and
gerunds (Chafe 1982; Miller and Weinert 1998:133-59) are also more common in
typical writing in English; complex noun phrases based on nominalizations and
gerunds (the explosion of Mt. St. Helens generated a huge cloud of ash) are often used
where a separate, conjoined or subordinate clause would be used in typical speech
(when Mt. St. Helens exploded, it generated a huge cloud of ash) (cf. Halliday
1989:61-2).

The same pattern appears in other languages. In Russian and German, nouns, and noun
phrases with adjective, prepositional phrase, and participle modifiers, are more
common in written than in spoken texts (Miller and Weinert 1998:159-64, 169-73). In
Korean and Somali, nouns and features such as attributive adjectives that are used to

construct complex noun phrases are more common in written than in spoken registers
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(Biber 1995:181-235), and in Somali, nominalizations and gerunds are likewise more
common in written registers (Biber 1995:213-18). In written Japanese Pear Film
narratives, previously introduced referents are more often referred to with full noun
phrases than in spoken narratives, where reduced noun phrases or pronominal forms

tend to be used instead (Clancy 1982).

While written registers tend to specialize in building up complex noun phrases, spoken
registers, conversely, tend to specialize in distributing information across multiple
short clauses and phrases. This general tendency is realized differently in languages
with different typological characteristics. In the passage of spoken-register English in
example Sa below, which is taken from a first-person narrative about a New
Zealander’s trip to America, adjectives tend to get their own copular clauses (most
often with dummy subjects), either as predicates (mind-boggling, fantastic, so
magnificently turned out) or as attributives with light nouns in predicative noun
phrases (an incredible place, an incredible city, a marvellous city); there are only two
lexical subjects, which are not directly modified (New York, the negroes); and of three
noun phrases modified by relative clauses, two are not clearly part of any clause (tze

clothes they wear, flamboyancy that they just seem to carry off) (Miller and Weinert
1998:142).

(5) a. New York’s an incredible place... we went through the Bowery...
and we had to keep the windows locked through there but it’s an
mncredible city it’s mind-boggling and the negroes are fantastic the
clothes they wear they are so magnificently turned out flamboyancy
that they just seem to carry off I was very impressed with the way
that they dressed... it’s a marvellous city (M98:142)

In some languages such as Russian, Polish and Japanese, where grammatical relations
are marked morphologically, certain structures that mark pragmatic relations by word

order are either more common in or limited to spoken registers. In spoken but not

written registers of Russian, adjectives and other modifiers may be separated from
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nouns with which they agree (Miller and Weinert 1998:164-165, 167). In examples
like 6a, the modifier i1s focused relative to the noun (bring me an inferesting book, not
a dull one) and in 6b, it is sometimes, but not always, an afterthought and marked as

such by intonation (I brought a shawl, a warm one; I brought a shawl that was warm).

(6) a. interesnuju prinesi mne knigu (M98:164-65)
interesting bring to-me book
Bring me an interesting book
b. ja toze platok vzjala teply) (M98:167)

I too shawl took warm

I took a warm shawl too
In spoken registers of Polish, discontinuity of the type found in 6a is permitted when
there is strong focus on the modifier (Devine and Stephens 2000:115). There are
different ways of analyzing the relationship between modifier and noun in such
examples; some involve taking the syntactic discontinuity to be superficial and
interpreting the whole structure as equivalent to a standard modified noun phrase,
while others involve taking it more seriously and interpreting the discontinuous
elements as somehow contributing information in separate operations (Devine and
Stephens 2000:591-602). Assuming that the latter approach is correct, the association
of discontinuous modifier structures with spoken registers fits the general pattern
because they distribute information in small chunks, relative to their continuous
written counterparts (Miller and Weinert 1998:176-80). In spoken Japanese Pear Film
narratives, word order was more flexible, or more likely to be used to mark the
pragmatic status of constituents; standard word order in Japanese is SOV, with
modifiers preceding heads, but in spoken narratives postverbal subjects, objects, and
other constituents, and posthead modifiers, including relative clauses, occurred more

often than in written narratives; some of these postposed constituents had tail status,

and some were marked by intonation as afterthoughts (Clancy 1982).
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So, to the extent that Homeric Greek has more flexible word order than Classical
Greek (allows more noun phrase discontinuity, and has a greater tendency to build up
clauses piecemeal, with ‘appositions’ added after the main predication, according to
the theory of apposition described in section 1.1.1) the broad outline of differences
between Homeric and Classical Greek resembles the broad outline of differences
between spoken and written registers in languages like Russian and Japanese. That
does not mean, however, that it is possible to claim that Homeric Greek resembles
spoken Russian or Japanese, and Classical Greek resembles written Russian or
Japanese — instead, on a scale of flexibility of word order, written Classical Greek
and spoken Russian and Japanese would probably be located near to one another, with
written Russian and Japanese off to one side in the direction of less flexibility and
Homeric Greek off to the other in the direction of more flexibility. The types of
modifier-noun discontinuity (hyperbaton) illustrated in spoken Russian 6a and b
above, for instance, are very similar to the types that are found in written Classical
Greek. In one commonly occurring Classical Greek structure, the modifier precedes
and the noun follows a superordinate head (noun, adjective, participle or verb;
examples with prepositions are limited, see below); this is allowed when the modifier
bears strong focus as in example 7a (Devine and Stephens 2000:33-87); compare 6a
above. In another, the noun precedes and the modifier follows the head; the noun may
be a weak focus or a topic, and the modifier may be a second weak focus following
the weakly focused noun (7b), have primary weak focus relative to the topic noun, or
be tail or afterthought material (Devine and Stephens 2000:88-103); compare 6b

above.

(7) a. OmaAaidg keAever vopog (Dem 20.99) (D00:91)
The old law prescribes (old, not new)
b. vduog &'ein natpioc (Andoc. Myst. 110)
There 1s an old law (there is a law that is old)
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In Homeric Greek, hyperbaton is less constrained than it is in Classical Greek (Devine
and Stephens 2000:112-115), and less constrained than it is in spoken Russian or
Polish.* Prehead discontinuous modifiers do not have to be strongly focused like
naAa1d¢ in 7a, or even restrictive, but can be simply descriptive like kaAfj in (8a); in
Classical Greek, preposition hyperbaton occurs only with nepi and semi-prepositional

€vexa, but in Homeric Greek it is fully productive, occurring with all prepositions

(8b).

(8) a. avtol & wkv PENog kKalfj mposékAive kopwvn (Od. 21.138, 165)
In the same spot he leaned the swift arrow against the beautiful
handle
b. Boag émi vijag Axoudv (I1. 1.12); xpucéw ava okpntpw (I1. 1.15); Bof
napa vii peAaivy (I1. 1.300); etc.
To the swift ships of the Achaeans; on a golden staff; by my swift
black ship
So, as far as hyperbaton is concerned, it turns out that written Classical Greek closely
resembles spoken Russian and Polish, while spoken Homeric Greek does not resemble
any register discussed in the literature on structural differences between oral and

literate registers.

Similar 1ssues come up in regard to another type of flexible word order, the rate of
occurrence of postverbal arguments. One of the differences between spoken and
written Japanese Pear Film narratives was that postverbal subjects and objects
occurred only in spoken narratives and not at all in written narratives. Postverbal
objects occur fairly often in both Homeric and Classical Greek, but probably more
often in the latter (Taylor 1994), so in that respect the contrast 1s the opposite of what
would be predicted by the orality theory. Postverbal subjects, however, may be more

common in Homeric Greek. The appositional structure with topic-changing pronoun

* It is also less constrained in Classical Greek verse (Devine and Stephens 2000:107-115 etc.), which [
am assuming is conservative and archaising.
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and postverbal proper name (9a) was noted as a Homeric peculiarity in the
grammatical tradition, and Parry (1971:47-49) noted the existence of a common
pattern in which various types of word group formed around the verb and occurring
between the third-foot caesura and the bucolic diaeresis are followed by noun-epithet

formulae that fit between the bucolic diaeresis and line end (9b).

(9) a. 18 abt AN événoe | tepi@pwv Mnverdneia (Od. 16.409)
Circumspect Penelope devised another plan
a. vhAmor éx ydp opewv | epévag efheto | TaAldg Adrvn (11. 18.311)
Fools; for Pallas Athena had taken away their wits
The appositional structure in 9a is rare or nonoccurring in Classical Greek, and
postverbal subjects in general may be less common than they are in Homer (in a
preliminary count, I found 17 postverbal lexical subjects out of 50 in Thucydides, and

22 out of 50 in Homer; of the postverbal subjects, one in Homer had the appositional

structure exemplified above).*

In the spoken Japanese narratives, postposed subjects were used only when there was
a change of subject, and were separated by a pause from the main predication, so that

they appeared to be corrective afterthoughts (10a) (Clancy 1982:67-68).

(10) a. Sorede, ...sono...hitori no ko ni, ...mitsu agete, ...de minna ni
wakete ageru wake ne, ...sono moratta ko ga (C82:67)
And then, ...(he) gives three (pears), ...to one of the boys, ...and (he)
divides (them) up for everyone, ...the boy who received them
The Homeric appositional postposed subjects tend to be used for reactivation of a
character who has previously but not immediately recently been active in a given
scene; when the character has been more recently active, the topic-changing pronoun

appears alone with no postposed subject (Bakker 1997:108-111). These subjects are

usually separated from the verb by the caesura or bucolic diacresis (9a) (but may also

# Lexical subjects included proper names; the Thucydides was a narrative passage about naval battle
(1.44-51), and the Homer also a battle scene (5.1-106).
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not be (11a), which suggests that they may not always form separate prosodic or

syntactic phrases):

(11) a. “Qg Spparve pévwv, | 8 8¢ oi oxedov | AABev AxiAAevg (11. 22.131)
So he deliberated, waiting, and Achilles came closer to him

Change of subject is not the primary context that licenses postverbal subjects in
general, however, in either Classical or Homeric Greek. In both Classical and Homeric
Greek, postverbal subjects tend to occur either when the subject is highly familiar (ot
Kepkupaiot in 12a) or predictable (mikpog diotdc in 12¢) and backgrounded relative to
other information in the clause, or when the verb is passive (éA0ovt’ in 12a,
kAovéovto in 12d) or unaccusative (¢€inot in 12b, émiBpion in 12¢) and sentence-

initial.*¢

(12) a. elyap éniKopivBov ekélevov o@ioty oi Kepkupaiot EupmAely,
EAVOVT av alToi¢ al mpog [eAonovvnoioug omovdai (Thuc. 1.44)
For if the Corcyraeans commanded them to join in sailing against
Corinth, they themselves would be breaking the peace treaty with
Sparta

b. &&ino1 8¢ map’ avTrv Axepovoia Aluvn £¢ BdAacoav (Thuc. 1.46)
Near it the lake of Acheron discharges into the sea

c. Owx & Entato mkpog diotdg (11. 5.99)
The sharp arrow flew through it

d. &g umod Tudeldn ukivai kAovéovto @alayyec / Tpowv (1. 5.93-94)
Thus the dense ranks of Trojans were driven in confusion by the son
of Tydeus

e. Ot émPpion Awog 6puPpog (11. 5.91)
When the rain of Zeus falls on it

Both spoken Japanese and Homeric Greek feature constructions involving postverbal
subjects that are used to keep track of who i1s who in topic changes, constructions

which are rare or nonoccurring in written Japanese and Classical Greek respectively.

This is a fairly superficial parallel, however, and postverbal subjects seem to be more

* Sentence-initial verbs are often passive or presentattonal in Latin (Devine and Stephens 2006:150-
54).
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of a marked feature in spoken Japanese (associated specifically with change of
subject) than they are in written Classical Greek. In this case, on a scale of word order
flexibility, starting from the more flexible end, you might get Homeric Greek first,

then Classical Greek, then spoken Japanese, and then written Japanese.

Finally, according to the analogy set up by the orality theory, Homeric Greek, which 1s
supposed to resemble spoken registers, should have a lower rate of occurrence of
lexical nouns and other features that are used to build complex noun phrases than
Classical Greek, which is supposed to resemble written registers. Fully testing this set
of predictions will not be possible here. At first sight, these predictions seem to fit in
some respects, but not in others. On the one hand, the prediction that Homeric Greek,
compared with Classical Greek, will have a lower rate of occurrence of attributive
adjectives, and of prepositional phrase modifiers, seems intuitively plausible, and
corresponds to the comparative-historical grammar analysis of modifiers in Homer as
being more independent than they were in later Greek; this prediction requires further
investigation. As for the prediction of a lower rate of occurrence of participle pre- and
post-modifiers, postmodifier participles seem to be common in both Homeric (13a-c)
and Classical Greek (13d), but premodifier participles seem to be more common in

Classical Greek (13e, f); this too requires further investigation.

(13) a. Beoiaiev €dvreg (1. 1.290)

The gods who live forever

b. dwow tot kpnipa tetuypévov (Od. 4.615)
I will give you a well-made bowl

c. Méoow & €v okOmMEAW 0Tl oTé0G NePOEldES, TTpOg (Spov eig "Epefog
tetpappévov (Od. 12.80-81)
And in the middle of the headland there is a dim cave, turned facing
the west, toward Erebus

d. mepitpén tov Adyov tov péAdovta £oecbar (Plato Phaed. 95b5-6)
Might upset the argument that is coming into existence

e. EXovteg nyeuova tov aldvra avbpwnov (Xen. An. 4.4.19)
Having as a guide the captured man
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f. diéPnoav tov mapd trv néAv péovta notaudv (Xen. Hell. 5.3.3)
They crossed the river that flows by the city
Null-head modifier participles occur in both Homeric (14a, b) and Classical Greek
(14c).

(14) a. o0d€ nn €ot1 keAaveél Kpoviwvt / atpatt kai AVBpw
nenaAaypévov evxetaactar (Il. 6.274-275)
It is not right for [a man/me] spattered with blood and gore to pray to
the cloud-gathering son of Kronos
b. ain & ovpavov ikev / olkade iepévwv (11. 2.153-4)
The clamor of [the men] who longed to go home reached heaven
c. 0 0¢ keAevel OV apralovta dyetv mpodg avtov (Xen. An. 6.6.6-7)
He commanded him to bring before him the one who was stealing
As for the prediction that Homeric Greek will have a lower overall rate of occurrence
of lexical nouns, or a lower noun-to-verb ratio, a preliminary count found a very
slightly higher lexical-noun-to-verb ratio in Thucydides (2.1:1) than in Homer (1.9:1)
(109 LN : 52 V in two OCT pages of Thucydides, versus 102 LN : 53 V in two OCT

pages of Homer)."’

Clause combination

As was the case for simple phrases and clauses, in the area of clause combination the
broad outline of differences between Classical and Homeric Greek matches up with
the broad outline of differences between spoken and written registers in languages that
have both. In English, paratactic methods of clause combination in which independent
clauses are linked together with discourse markers are more common in typical speech
than in typical writing (Chafe 1982; Chafe & Danielewicz 1987; Biber 1986;
1988:102-3, 245; 1995). Clauses linked with and are the most common representatives
of this type (Kroll 1977; Chafe 1982; Beaman 1984). And in such contexts serves as a

connective discourse marker (Beaman 1984:59). Discourse markers in general can be

7 The texts used were battle narrative: Thuc. 1.44-48 and 1. 5.1-100.
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defined as elements that mark the boundaries of utterances, and their relations to the
utterances that precede and/or follow them; the marker and in particular seems to mark
continuity with the preceding utterance (Schiffrin, 1982:35-52, 171-90). In the
following spoken narration of events from a short film 15a, eight successive clauses

are linked together with and (Beaman 1984).

(15) a. And then he gets down out of the tree, and he dumps all his pears into
the basket, and the basket’s full, and one of the pears drops to the
floor, and he picks it up, and he takes his kerchief off, and he wipes it
off, and places it in the basket, which is very full. (B84:59)

Biber (1988:102-3, 245) found that this type of clause combination belonged to a
group of features that marked interactivity as opposed to informationality and were
most common in oral spoken registers such as conversation. The strength of the
association between the occurrence of discourse particles and the spoken medium,
however, seems to vary from language to language. Discourse particles are a
characteristic feature of spoken registers in English, French and Russian but are

commonly found in both spoken and written registers in some other languages such as

German, Finnish and Hungarian (Miller and Weinert 1998:196, 253).

We saw in section 1.1.2 that paratactic clause linking with discourse markers was
noted in the comparative-historical grammar tradition as being particularly common in
Homer and often used to link clauses that in Classical Greek would most likely be
linked by a subordinating conjunction. Bakker points out that there 1s a close
correspondence between the function in Homer of the particle 6¢, which marks
discourse continuation (16a), and the function of discourse marker and in spoken

English (1997:51, 62-71):

(16) a. &vt® pa ot KOKNoe yuvr) €ikuia Oefjorv / oivw Mpapvelw, Emi &
afyetov kvij Tupov / kviott xalkeln, émi & dAgita Aevkd dhvve, /
mvépevar § ekéAevoev (1. 638-641)
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In that the woman, equal of the goddesses, mixed a drink for them

with Pramnian wine, and she grated goat cheese onto it with a bronze

grater, and she sprinkled white barley on it, and told them to drink
Though 8¢, and particles in general, are common in Homer, it is worth noting that both
it and many other particles are also a standard feature of written Classical Greek. On
the average page of Xenophon or Thucydides, almost every main clause contains one
or another postpositive particle in second position; 0¢ is by far most common,

followed by pév and ydp.

Some early studies found subordination in general to be more common in writing than
in speech (O’Donnell 1974). Chafe (1982) found that complement and restrictive
relative clauses were more common in academic prose than in conversation; he argued
that they, along with features such as attributive adjectives, nominalizations and
prepositional phrases, were integrating devices; that the slow pace of writing
encourages use of such devices to “mold a succession of ideas into a more complex,
coherent, integrated whole”; and that a reader “proceeding at a greater speed than even
a listener, can assimilate very quickly the larger span of ideas that the writer has taken
time to integrate” (1982:37). Other studies found more subordination in speech than in
writing (Poole and Field 1976; Beaman 1984). Halliday (1989:61-89) argued that
typical speech and typical writing are characterized by different types of complexity,
with the complexity of writing lying in the lexical density of the clause (high ratio of
lexical to functional words per clause, with multiple lexical words densely packed into
complex phrases, particularly noun phrases), and the complexity of speech lying in
complex clause combination (long strings of clauses, linked together in a great variety

of ways).

Biber (1988:102-3, 229-236, etc.), looking at a wide variety of different types of
subordinate clauses in a wide variety of spoken and written registers of English, did

not find any general association between subordination overall and medium, but
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instead found a number of specific associations between particular types of
subordinate clauses and particular types of registers; some types of subordinate clause
were typically used as integrating devices in writing, while others were typically used
for informational elaboration in speech. In a similar study looking at spoken and
written registers in several different languages, he found that though there were
significant crosslinguistic patterns of similarity in associations between specific types
of subordinate clause and specific types of registers, there was also variation in the
overall closeness of the association between subordination and medium; in Somal, for
example, subordinate clauses in general belonged to a group of integrating features,
including attributive adjectives, nominalizations and prepositional phrases, which

were most likely to occur in literate written registers (Biber 1995:261-264, 206).

This overall picture matches up pretty well with the overall picture of differences in
the area of subordination between Homeric and Classical Greek. First, differences
between spoken and written registers in regard to subordination tend to be statistical
rather than absolute. Second, for some languages, subordination in general is more
common in written registers, but for English, it is not clear whether subordination in
general 1s more or less common in written than in spoken registers. Third, in English
and other languages, there are associations between particular types of subordination
and particular types of spoken and written registers. All or almost all of the types of
subordination that are present in Classical Greek are also present in Homeric Greek, in
some form; it is not clear whether subordination in general is more or less common in
either; and there are differences between them in the frequency of occurrence of

various specific types of subordination.

I will now move on to look at what the oral medium theory would predict about the
occurrence and structure of specific types of subordinate clauses, based on studies of

the occurrence and structure of those types in spoken and written registers of English
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and a few other languages. Differences in this area fall into two main categories; first,
there are differences in the frequency of occurrence of various types of subordination
in spoken and written registers, and second, there are specific types of construction
that are strongly associated with either spoken or written registers. Differences of the
first type are often explained in terms of the purposes typically associated with spoken
and written register texts, whereas differences of the second type are often explained

in terms of processing factors.

Relative clauses

It is not clear whether the frequency of occurrence of all types of relative clauses is
higher overall in literate or oral registers of English; some types of relative have been
found to occur most often in literate written registers such as academic prose, others
most often in literate spoken registers such as interviews and speeches, and still others
most often in oral spoken registers such as conversation. ** Several early studies found
significantly more relative clauses overall in written than in spoken texts of English,
but did not count all types of relative or did not count them separately (Chafe 1982;
O’Donnell 1974; Kroll 1977). A study that counted that, wh- and zero relatives
separately in spoken and written English Pear Film narratives found a higher overall
frequency of occurrence of relatives in spoken than in written narratives (Beaman
1974). Biber (1988:101-169) found that relatives of different types were associated
with three distinct types of registers in English. Wh- relatives in general, and pied
piping relatives, cooccurred with a group of features that were most common in
literate written registers, while that and wh- relatives on object position cooccurred
with a group of features that were most common in informational spoken registers
such as interviews and speeches, and occurred at about the same rate in academic

prose and face-to-face conversations (Biber 1988:102-3). Sentence relatives (17a) and

*® In this section I use the terms ‘literate” and ‘oral’ as defined in section 2.1.1, p. 80; according to that
definition, conversation is an oral spoken register; personal letters are an oral written register; prepared
speeches are a hterate spoken register; and academic prose is a literate written register.

107



free relatives (17b) belonged to a group of features that were most common in oral

spoken registers like conversation (Biber 1988:102-3).

(17) a. Bob likes fried mangoes, which is the most disgusting thing I’ve ever
heard of (B88:231)
b. I believed what he told me (B88:235)

Besides sentence relatives and free relatives, there are also various other types of
relative clause constructions that are closely associated with oral spoken registers of
English and other languages such as French; many of these are nonstandard and do not
normally occur at all in written registers (Miller and Weinert 1998:104-132; Pawley
and Syder 1983). Miller and Weinert (1998:109) argue that relative clause
constructions peculiar to spoken registers tend to resemble main clauses (preserving
main clause word order, for instance) more than standard relatives; these include

relatives containing shadow pronouns (18a-b) and vague relatives (18c-d).

(18) a. an address which I hadn’t stayed there for several years (M98:106)

b. il y a des personnes qu’ils ont de la répugnance a le faire (M98:112)
there are some people that they are reluctant to do it

c. you can leave at Christmas if your birthday’s in December to
February which I think is wrong like my birthday’s March and I have
to stay on to May which when I’'m 16 in March I could be looking for
a job (M98:110)

d. vous avez des feux qu’il faut appeler les pompiers tout de suite
(M98:112)
you have fires that you have to call the firemen immediately

In some languages, correlatives are a spoken register feature. In Russian, which has
both relatives (19a) and correlatives (19b), correlatives are associated with spoken
registers and are not used in formal writing; in Bengali, however, correlatives are used

in both spoken and written registers (Miller and Weinert 1998:113-117).

(19) a. kniga, v kotoroj ja nasel eti teorii (M98:116)
book in which I found these theories
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the book in which I found these theories
b. kotorye vot klienty est’ u menja, 1 tem ja smotru

which [particle] customers are at me, and to-these [ look

I look after the customers who are mine
Finally, in some languages, relative clauses in general occur more frequently in
written registers. In Korean, relative clauses are likely to cooccur with features such as
attributive adjectives, long sentences, and noun complements, and unlikely to cooccur
with features such as direct questions, contractions, fragmentary sentences,
demonstratives, and discourse conjuncts (Biber 1995:181-87). In Somali, relative
clauses are likely to cooccur with other types of dependent clauses, and features such
as long words and attributive adjectives, and unlikely to cooccur with questions,
contractions, focus markers and pronouns (Biber 1995:204-213). In both languages,
relative clauses and cooccurring features are most common in literate registers and
least common in oral registers, with some overlap in the middle between literate
spoken and oral written registers, so that they occur at about the same rate in
unscripted public speeches and personal letters in Korean and in Quranic sermons and

personal letters in Somali (Biber 1995:181-87, 204-213).

How do these differences compare to differences between Classical and Homeric
Greek? First, the oral medium theory does not make any strong predictions about the
overall frequency of occurrence of relative clauses in Homeric versus Classical Greek.
Relative clauses are common in Homer and other early Indo-European texts, and the
relative is the type of subordinate clause that is most commonly reconstructed for
Indo-European (Comrie 1998; Fortson 2004:147-48), so there is no conflict there.
Second, it 1s clear from the discussion above that many different types of relative are
associated with oral registers in different languages, including sentence relatives, free
relatives, relatives containing shadow pronouns, vague relatives, and correlatives. Of
these, one type, correlatives, clearly forms a link to differences between Homeric and

Classical Greek. Correlatives occur in oral but not literate registers of Russian, and
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various types of correlatives are more common in Homeric than in Classical Greek

(Monteil 1963:276, 331-332, etc.; cf. section 1.1.2).

Adverbial clauses

Again, it is not clear whether adverbial clauses in general tend to be more common in
either written (O’Donnell 1974; Chafe 1984; Beaman 1984) or spoken (Biber
1995:263) registers. As was the case for relative clauses, certain types tend to be more
common in spoken registers and others in written registers. For adverbial clauses,
these associations seem to be at least partly based on the different purposes typically
associated with certain spoken and written registers, but there is also evidence for
differences that might have more to do with processing factors. Independent or
coordinated constructions are also often used in spoken registers as alternatives to
subordinating constructions, and the types of subordinate adverbial clause that are

most common in spoken registers may often be adjoined or coordinated rather than

embedded.

Causative and conditional adverbial clauses tend to be more common in oral registers.
Adverbial clauses with because occurred at a rate of 1.3 instances per 1000 words in
the spoken English Pear Film narratives, and did not occur at all in the written
narratives (Beaman 1984). The rate of occurrence of causal and conditional adverbials
is higher in the London-Lund Corpus of spoken British English than in the Lancaster-
Oslo/Bergen Corpus of written British English (Tottie 1986). Biber found that
causative clauses with because and conditional clauses with if and unless, like
sentence relatives and headless relatives, belonged to a cluster of features that were
likely to occur in oral registers and unlikely to occur in literate ones (Biber 1988:102-
3). The same was true for causative and conditional adverbial clauses in Korean (Biber
1995:262-63). In Somali, conditional adverbials cooccur with involved and

fragmented features, and both conditional adverbials and causative conjunct clauses

110



cooccur with argumentative features, all of which are most common in oral registers

(Biber 1995:262-63).

The primary reason for this is probably that oral registers tend to be more affective
than literate registers, and are more likely to contain discussion of reasons for and
conditions on speakers’ beliefs and actions (Biber 1988:107). In example 20a, a
because clause contains justification for the belief expressed in the main clause; in

20b, the if clause explains what made it possible for the speaker to do something.

(20) a. ...and he doesn’t seem to be paying all that much attention because
you know the pears fall (B74:132)
b. Ireckon I wouldn’t have been able to do it if I hadn’t’ve been able to
read music (M98:85)
There are also issues that may have more to do with processing. In many cases it is not
clear whether an adverbial clause in a spoken text should be counted as dependent or
independent. In speech, a main clause ending with sentence-final intonation may be

followed by an adverbial clause with the intonation of an independent sentence (21a-c)

(Chafe 1984).

(21) a. ...And ! feel a little bad. Because in some sense her ... [ mean her
kid’s really a ... I think a great kid. (C84:446)
b. ...So .. the purpose of the course is to — ... create something like

that. ...If that’s possible.
c. ...I went to the doctor after the first one. ... When I fainted.
Miller and Weinert (1998:103-4) note that in their sample of spontaneous Scottish
English, because clauses tend to follow the main clause, are often preceded by a long
pause, and can be very loosely related to the preceding clause, as in the dialogue in
example 22a where the because clause explains why the speaker asked a preceding

question (i.e. do you have to do go up? I'm asking because...):

(22) a. A: then...do you have to go up to avoid the... (M98:104)
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B:  well...if...there’s a very, very thin line I ca...I can go up

though...yes
A: because that’s how this map indicates...so [ want you to go
up...

Biber (1988:236, 245, 102-3) counts clause-initial because under the heading of
causative subordination, and the sequence and because separately under the heading
of independent clause coordination, and finds that both belong to a group of features

marking interactivity as opposed to informationality.

It is not clear whether temporal adverbial clauses are more common in either oral or
literate registers, but it is clear that they are most common in registers with narrative
purpose. In Beaman’s (1984) study of written and spoken narratives, adverbial clauses
with when, as, while, after, since and before occurred more often in the written texts;
this could be explained by the lack of extralinguistic context and consequent need for
greater explicitness in writing. In Somali, temporal adverbial clauses are most likely to
occur in the narrative and relatively oral written registers of folktales and fiction,
followed by the literate spoken register of Quranic sermons, and are about equally
common in literate written academic prose and oral spoken conversation; in Korean,
temporal adverbial clauses are most likely to occur in narrative oral spoken registers

like folktales and private conversations (Biber 1995:262-63).

For English spoken registers, there 1s reason to think that coordinating constructions,
as in 23a, are used to convey some of the temporal information that is conveyed in
written registers via temporal adverbials, as in 23b. Temporal adjunct clauses with
and then, but then, so then, and and so were more common in spoken than in written

Pear Film narratives (Beaman 1984).

(23) a. Alice turned around and looked the other way, and then a seal poked
its head out of the water.

112



b. When Alice turned around and looked the other way, a seal poked its
head out of the water
Independent clause coordination, including coordination with and so and and then,
belonged to a cluster of features that Biber found to be most likely to occur in oral
spoken registers of English, such as conversation, and least likely to occur 1n literate
written registers, such as official documents and academic prose (Biber 1988:102-3,

128, 245).

So, there are two types of differences that the oral medium theory could predict
between Homeric and Classical Greek, on different grounds. Different rates of
occurrence of clauses with particular functions (causal, conditional, temporal) have to
do mainly with the purpose and topic of the text (Biber 1988:101-169). This is not the
sort of difference that the oral medium theory of Homeric syntax focuses on; instead,
the focus is on the pressure of online production. The occurrence of adverbials with
the intonation patterns of independent sentences, and the use of coordinate clauses
(e.g. and, and then) in place of subordinate adverbial clauses (e.g. when-clauses),
however, have less to do with the purpose and topic of the text and more to do with the

difference between planned written and unplanned online spoken production (Chafe

1984; Beaman 1984).

Both of these latter predictions are generally compatible with differences between
Homeric and Classical Greek that were discussed under the heading of the theory of
parataxis in section 1.1.2. Independent clause coordination with particles, in particular
with the particle 8¢, which has a function parallel to English continuative and, is
particularly common in Homer and is sometimes used 1n situations where a temporal
adverbial clause could be used instead (24a), though temporal adverbials also occur

regularly (24b).
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(24) a. @UAAa Ta pév T Avepog xauadic xéet, GAAa 6¢ 8 UAn tnAeBdwoa
@UEeL, £apog & émytyvetar &pn (I1. 6.147)
The wind scatters leaves to the ground, the wood grows others that
flourish, and the season of spring arrives

b. ol & Ote & Apévog toAvPevBéoc £vidg Tkovro totia pev oteilavro,

Béoav & év vni peAaivn (11. 1.432-3)
And when they reached the deep harbour, they folded the sails and
stowed them in the black ship

Correlative adverbial clauses, which are more independent than non-correlatives in

that they are adjoined to the main clause (25a) rather than embedded in it (25b) (Hindi

examples from Srivastav 1991)

(25) a. [IP [CP;jo laRkii khaRii hai] [IP vo;lambii hai]] (Sr91)
b. [IP [NP [Det vo [N’ [N laRkii [CP jo khaRii hai]]]]][VP lambii hai]]
are like correlatives in general more common in Homer (and other early Indo-

European texts) than they are in later Greek (cf. section 1.1.2).

(26) a. 'AAN Ote dn] p’ €k T010 SuWEKATN YEVET RWG, Kol TOTE 01 TTPOG
"OAvurnov {oav Beot aiev €dvreg (11. 1.493-494)
But when the twelfth dawn after that arrived, then also the immortal
gods went to Olympus
b. tw¢ O ¢ dnexOnpw w¢ vov éxmayA’ €piAnoa (I1. 3.415)
And hate you just the way I now vehemently love you
Also, the marking of various types of subordinate clause, including adverbials such as
conditional clauses, by sequence of mood is more consistent and regular in Attic prose

than in Homeric Greek (Goodwin 1890:1-6, etc.; Monro 1891:293, 248-99; cf. section
1.1.2).

Complement clauses

Finite complement clauses in general appear to be more common in spoken than in

written registers of English (O’Donnell 1974, Beaman 1984, Biber 1986, 1988:102-3,
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128-35, 154-60). In studies that distinguish between several different types of finite
complement clause, all types have been found to appear more often in spoken registers
(Beaman 1984, Biber 1986, 1988:102-3, 128-35, 154-60). The most likely functional
explanation for this is the affectivity and interactivity of speech; complement clauses
are commonly used to talk about one’s own and other people’s thoughts, feelings,
statements and questions (Biber 1988:104-8, 113-14). Both indirect statement
complements introduced by that or zero (27a, b) and indirect question complements

(27¢c) were more common in spoken than in written English Pear Film narratives

(Beaman 1984).

(27) a. He doesn’t even notice that the pears are stolen yet. (B84)

b. 1 think [] his ego was hurt.

c. You wonder how he’s going to take it.
Biber found that complement clauses belonged to two different groups of co-occurring
features, both of which were more likely to occur in spoken registers (1988:102-3,104-
8, 113-14). Bare complement clauses (as in 27b above), along with verbs of cognition,
belonged to a group of features marking interactive as opposed to informational
presentation, which were most common in conversation and least common in
academic prose and official documents (Biber 1988:102-3, 128). That clauses as verb
and adjective complements belonged to a group of features marking online
informational presentation, which were most common in literate spoken registers such
as speeches and interviews (Biber 1988:102-3, 155). In 28a below, a judge uses
multiple finite complement clauses in summarizing the testimony of parties to a

lawsuit.

(28) a. the plaintiff says that the defendant came up from behind... the
defendant says that there was and had been for some time before the
accident a motor car ahead of him... and that the that motor car...
that the defendant followed the motor car... and that when the
defendant was ... (B88:156-57)
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In Korean, private verbs and verb complements, indirect questions and noun
complements belong to a group of features that mark overt expression of personal
stance and occur most often in spoken registers such as TV dramas and private
conversations and oral written registers such as personal letters and essays; noun
complements, however, also belong to a group of features that mark elaborated
structure, and occur at the highest rate 1n literate written registers such as literary
criticism and college textbooks (Biber 1995:193-96, 181-87). In Somali, the picture is
different: verb complements, and dependent clauses in general, belong to a group of
features that mark structural elaboration and are most common in literate written
registers; they also belong to a group of features marking personal persuasion that are
most common in written petitions, personal letters and memos, and are about equally

common in conversation and academic prose (Biber 1995:205-13, 232-34).

In Miller and Weinert’s sample of spontaneous Scottish English speech, there were
few occurrences of standard indirect statement and question constructions; instead,
speakers tended to use direct speech or mixed constructions (1998:82-84). There were
also no occurrences of accusative plus infinitive indirect statements (29a), which are

high register in English compared with finite complements (29b) (1998:85).

(29) a. Iconsidered her to be the best candidate (M98:85)
b. I thought she was the best candidate
In 30a, neither verb tense nor person are changed from what they would have been in
the corresponding direct statement, and in 30b person but not tense is adjusted (Miller

and Weinert 1998:83).

(30) a. Brenda passed the message over to me when I kick you knock the cup
into Andrew’s face (M98:83)
b. They said if they get us there again they’re going to wrap the air-rifle
around my neck
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Change of tense and person are among the indicators of subordination in indirect
statement, so such examples are less clearly subordinate than their standard
equivalents. In the studies described above that have found more complement clauses
in spoken registers (O’Donnell 1974, Beaman 1974 and Biber 1988) these distinctions
are not discussed, so examples like 30a and b may have been lumped together with

examples like those in 28a.%

This picture does not match up very well with differences between Homeric and
Classical Greek. The clearest difference between Homeric and Classical Greek in this
area is that finite complement clauses are less common in Homer. First, with verbs of
saying in Homer, by far the most common form of indirect statement is the accusative-
infinitive construction (31a).”® Second, though what may be finite complement clauses
do occur in Homer with verbs of emotion, thought and perception (31b-d), some
examples are overtly correlative rather than embedded (31b), and it is not clear
whether those that are not overtly correlative should be interpreted as true complement

clauses or as (cor)relative or adverbial clauses (as in 31¢, d) (cf. section 1.1.2).

(31) a. xaid¢ of paot A0g koUpng Appoditng / éxyeyauev (11. 20.105-6)

They say also that you are born of the daughter of Zeus, Aphrodite

b. Aebooete yap t6 ye navteg § por yépag Epxetat dAAn (1. 1.120)
You all see this, that my prize goes elsewhere

C. yiyvwokw § 811 o1 mpd@pwv katévevoe Kpoviwv vikny kal péya
k0Soc (11, 8.175-6)
I see [this,] that the son of Cronos assented graciously to victory and
great glory for me

d. mevBeto yap Kompov 8¢ péya kAéog obvek ‘Axatoi/éc Tpoinv vijgooy
avanAevoeoBat EpeArov (1. 11.21-22)

“If this were the case, instances where nothing was changed to indicate subordination would be limited
to the bare type, since that-complements require that at least person be changed: Alice; said *(that) I'm;
coming over at eight’. In Biber’s study (1988:102-3), bare complements belonged to a group of features
that were most common in oral spoken registers such as conversation; that-complements belonged to a
group that were most common in literate spoken registers such as speeches and interviews.

*% One count found 130 instances of @nut with the infinitive, versus 16 instances of a verb of saying
followed by a finite complement clause (Schmitt 1889 via Goodwin 1890:262).
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A great rumor had reached Cyprus, [on account of the fact that/that]
the Achaeans were going to sail in ships to Troy
This pattern is the reverse of what is found in oral versus literate registers of English,
where accusative-infinitive complements are a feature of written registers and finite

complements are more common in spoken than in written registers.

Differences in person and tense marking also do not match up. In oral registers of
English, direct quotations and mixed constructions, which are less clearly subordinate
than indirect statement complement clauses, are particularly common. Differences
between Classical and Homeric Greek in this regard are not about direct versus
indirect quotation but instead seem to be either about Homeric and Classical Greek
having different systems for marking subordination or about (cor)relative clauses
being used in Homer where complement clauses would be used in Classical Greek. In
Classical Greek indirect statement, there is optional sequence of mood and no
sequence of tense (32a). In Homer, there is no sequence of mood, but instead there is
what may be sequence of tense: after a past tense main clause verb, verbs that would
be present tense in direct statement are past tense (32b). Another possibility is that an
example like 32b is not a complement clause marked by sequence of tense but instead
a relative clause with a null pronominal object antecedent in the main clause: ‘I fled,

since I recognized the way in which the god was devising evils’.

(32) a. éylyvwoxov 8Tt kaka urdoiro/undetat
I recognized that he was devising evils
b. @ebyov, €nel yivwokov, 0 81 kakd pufdeto daipwv (Od. 3.166)
I fled, since I recognized, that the god was devising evils
In either case, the difference between Homeric and Classical Greek does not resemble
differences between typical speech and typical writing. Finally, it is worth noting that

though Classical Greek has a standard indirect statement construction that involves

change of person and usually mood, direct discourse is also very common (both occur
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in 33a), and mixed constructions like those that occur in oral registers of English also

occur; in 33b neither person nor tense is changed, and in 33c tense is not changed:

(33) a.

Eevo@®V 0¢ anekpivato 6t1 o0dEV &V TOUTWV EITOL €1 TRV OTPATIAV:
Uueig 8¢ EvANEEavTeg, £@n, €1 PovAeoBe, Aéyete (Xen. An. 5.6.37)
Xenophon answered that he would say nothing of this to the army;
“you round them up”, he said, “and tell them if you want”

0 8¢ dmexpivato &1 008’ i yevoiuny, o Kdpe, ol v &v note £n1
d6&ain (Xen. 4n. 1.6.8-9)

And he answered that not even if I should become one, Cyrus, would
I ever again seem like one to you

f| €poluev mpdg abtovg &1 ““Hiker yap fudg 1 moAig Kal ovk 0pB&¢
v diknv Ekprvev;” tadta A ti épodpev; (PL. Cri. 50c1-2)

Or shall we say to them that “The city wronged us and did not decide
the case correctly”? Either that, or what else shall we say?

There are no examples of direct quotation following a complementizer in Homer; the

earliest example occurs in Herodotus (2.115) (Goodwin 1890:285-286).

Nonfinite verbs

Finally, nonfinite subordination, and the use of nonfinite verb forms in general, seem

to be more common in written than in spoken registers. Chafe (1982) found that

participles (both attributive as in 34a and b and postmodifier as in 34c and d) and

gerunds (34¢) were about four times as common in formal writing as in informal

speech, and infinitive complements (34f) about three times as common.

(34) a.

R

the bleating sheep

the shorn sheep

the sheep walking north

the sheep tracked with GPS

GPS tracking is convenient

It’s convenient to track sheep with GPS

Chafe and Danielewicz (1987) found the same two classes of participles to be most

common in academic prose, followed by letters, lectures and conversations in that
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order. Participles and infinitive complements and adverbial purpose clauses were more
common in spoken than in written English Pear Film narratives (Beaman 1974). In
Biber’s study, infinitives cooccurred with a group of features marking persuasion and
not closely linked to medium; they were about equally common in conversation and
academic prose (1988:102-3, 149). Postmodifier participles cooccurred with three
different groups of features; both past and present participles of this type cooccurred
with a group of features marking informationality that were most common in literate
written registers (Biber 1988:102-3, 128). Past-tense postmodifier participles
cooccurred with a group of features marking non-narrative concerns and abstract
information that were also on the whole most common in literate written genres;
attributive adjectives, including participles in attributive position, cooccurred with a
group of features marking informationality (Biber 1988:102-3, 128, 152, 232-233,
237-238). In Korean, nonfinite complementation cooccurred with a group of features
marking planned exposition and structural elaboration that were most common in
literate written registers (Kim and Biber 1994; Biber 1995:181-87), and in Somali,
gerunds cooccurred with a group of features marking lexical elaboration and

planned/integrated production (Biber and Hared 1994; Biber 1995:213-218).

Participles and infinitives are very common in both Homeric and Classical Greek;
where there are differences they are not of the same type as the differences between
spoken and written registers described above. First, nonfinite subordination tends to be
more important in Homeric Greek. In contrast to finite subordination, which may have
been limited to (cor)relatives in Indo-European, and seems to have developed and
become more important over time, the system of verbal adjectives and nouns present
in later languages like Classical Greek already exists in the earliest languages, like
Sanskrit and Homeric Greek. Comrie (1998:95) argues that “it is highly plausible that

Proto-Indo-European made relatively little use of finite subordinate clauses, preferring
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instead various non-finite constructions, which are richly reflected in the early IE

languages”.

In both Homeric and Classical Greek, participles are frequently used in contexts where
finite clauses, either independent (35a) or subordinate (adverbial in 35b and d, purpose
and complement in35c) would normally appear in English; this includes absolute

constructions in which the subject of the participle is not an argument of the main

clause (35d).

(35) a. tote & OpBoOg dvaotdg / dveveok aAvwv (1. 24.11-12)

Then he stood straight up, and wandered in circles, distraught

b. unxéri tadta Aeydueda, £idéteg dppw xépde’ (Od. 13.296-7)
Let us no longer speak of these things, since we both know tricks

c. Tpnig & eig bmep®’ dveProeto kayxaAdwoa, / deomoivy épéovoa
@ilov ooy £vdov £6vta (Od. 23.1-2)
The old woman went upstairs, rejoicing, to tell her mistress that her
dear husband was inside

d. o0 tig éued {Bvrog...xeipag énoioel (11. 1.88-89)
No one will lay hands on you...while [ am alive

Infinitives appear as complements of nouns (36a), adjectives (36b, ¢) and verbs (36d-
h). The range of lexical items that take infinitive complements 1s particularly wide in
Homeric Greek (Goodwin 1890:297-310; Chantraine 1953:300-305); Chantraine

(1953:300) comments that the infinitive “is used in Homeric syntax with remarkable

freedom”.

(36) a. Balbpaidéobar (1. 5.725)

A wonder to see

b. €0pltepog & Gpototv i8¢ otépvoioty 1déoba (11. 3.194)
Broader to look at, in the chest and shoulders

c. Aevkdtepor x16vog, Ogictv & avépoioty opoiot (10.437)
Whiter than snow, and equal to the winds at running

d. &iv', ob pot torotov évi othfeoot @idov kfjp / pardiwg
kexoA&e0at (Od. 7.309-10)
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Stranger, the heart in my breast is not such as to get angry for no
reason
e. PR iévan(1l. 4.199)
He went on his way
f. ol matpdg uev €g oikov dmeppiyaoct véeabat (Od. 2.52)
They shudder to enter her father’s house
g. Og aproteveoke paxeoba (11. 6.460 etc.)
Who excelled in fighting
h. xelvog y ovk €0éher opéooar xdAov (11. 9.678)
He is not willing to quench his anger
i. ay €omero uiha idéobar (11. 4.476)
She followed along to watch the flock

Further evidence for relatively heavier reliance on infinitive constructions in Homeric
Greek comes from indirect discourse, result clauses, and the use of infinitives as
imperatives. As we saw above, Homeric Greek uses primarily the accusative and
infinitive construction for indirect discourse (see 31a above), while in Classical Greek
finite clause indirect discourse becomes more common. Result clauses are another
example; in Classical Greek, result clauses are introduced by @ote and are finite or
nonfinite depending on whether the result is actual or natural; in Homer, the finite
construction with %ote does not occur and the nonfinite construction occurs only
twice; instead, infinitive complements on their own indicate result (37a) (Goodwin
1890:223-26, 310). In Homer, infinitives are often used as imperatives (37b); in

Classical Greek this becomes much less common.

(37) a. motapovg & Erpee véeabat kdp pbov, / 1] Tep mpdabev fev
kaAAippoov Udwp (I1. 12.32-33)
And he turned the rivers so that they went with the stream, along the
way 1n which the sweetly flowing water flowed before
b. Oueigd aAobev dANo¢ Epnriety énéeoory (11. 2.75)
And you, from all directions, check them with words
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2.1.4 Summary

The main focus of the oral medium and oral poetry theories is on how the different
circumstances of production and processing typically associated with the spoken and
written mediums — the speed and evanescence of typical speech and the slowness and
permanence of typical writing — shape register. Parry’s claim is that “oral
versemaking by its speed must chiefly be carried on in an adding style”
(1929/1971:262), and Bakker’s claim, based on Chafe’s (1994) theory of the two- to
three-second intonation unit as verbalization of the speaker’s focus of consciousness,
is that parataxis is “an inherent property of spoken discourse, naturally resulting from
its production, and essential in some ways to its comprehension” (1997:43). Sections
2.1.1 and 2.1.2 presented some problems with this strong emphasis on the influence of
processing. In section 2.1.1, [ showed that medium is only one of several factors that
go into shaping a given register, and that discussions of the influence of medium on
register have to be viewed in that context. In section 2.1.2, I showed that the parallel
drawn by the oral medium theory between Homeric Greek and oral registers of
languages that have both oral and literate registers is misleading; during most of the
course of development of the Homeric Greek performance register, it was a high
register compared to other contemporary registers, all of which were also oral, and
comparative evidence indicates that as such, it was likely distinguished by, among

other things, relatively dense and integrated syntax.

In the overview of recent research on structural differences between spoken and
written registers given in section 2.1.3, some of the results were mostly about
processing. These are the sort of differences that the oral medium theory focuses on.
On the level of the phrase and clause, fast online production and processing is
associated, on the one hand, with a low rate of occurrence of features that allow
information to be bound together into large chunks with complex internal structure,

such as lexical nouns and complex noun phrases, and features such as attributive
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adjectives, prepositional phrases, and pre- and post-modifier partictples that are or can
be used to build complex noun phrases, and on the other hand, with a high rate of
occurrence of features that allow information to be added to clauses in small chunks
(often in a way that prioritizes encoding of pragmatic information), such as
demonstratives and pronouns, short phrases and clauses, various forms of flexible
word order in languages that allow it, and strategies such as left- and right-dislocation
in languages with more fixed word order. On the level of clause combination, there
was some disagreement about what sort of influence is exerted by fast online
processing; one claim is that it discourages subordination (Chafe 1982), but another is
that its tendency to discourage use of complex phrases and clauses is balanced out by a
tendency to encourage use of subordination, because subordination is a form of
structural complexity that is easier to achieve under the pressure of fast online
production (Halliday 1989:61-89). Subordination in general is more common in
written registers in some languages, such as Somali, but not in others, such as English;
in English and other languages, various non-embedding forms of clause combination,
like parataxis, clause linking with discourse particles, coordination, and various forms
of adjoined subordination have been found to be more common in oral registers. The
oral medium theory, reframed in terms of this research, predicts that differences
between Homeric Greek and Classical Greek should resemble these general
processing-related differences between spoken and written registers. It was not
possible to fully test this prediction, but I concluded that the broad outline of these
differences does match up quite well with the broad outline of well-established

differences between Classical and Homeric Greek.

Other evidence presented 1n section 2.1.3, however, supported the general point made
in section 2.1.1 that the influence of conditions of production and processing on the
structural characteristics of a given register should not be overestimated at the expense

of other factors, such as syntactic typology, and purpose or typical subject matter.
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Written Classical Greek in some respects more closely resembles spoken registers of
typologically similar languages (languages that mark grammatical relations
morphologically) such as Russian, than it does written registers of typologically
dissimilar languages like English: hyperbaton and correlative clauses, for instance, are
features of both spoken Russian and written Classical Greek. Discourse particles,
which are common in written Classical Greek, are a feature of both spoken and written
registers in (again, more typologically similar) languages like German, Finnish and
Hungarian, but are mostly restricted to spoken registers in English. The prevalence of
complement clauses in spoken registers of English shows that the influence of the
purpose or typical subject matter associated with a particular register can outweigh the
influence of processing; complement clauses are a prototypical example of a feature
that allows information to be bundled into large chunks, since they allow an entire
clause to function as the subject or object of a verb, and could for that reason be
expected to be used less under fast online processing conditions, but they are
nevertheless very common 1n oral registers of English because people like to talk
about what they and other people think and say. Similarly, though the slow, planned
production involved in writing generally tends to encourage use of varied and precise
vocabulary (long average word length and a high type-token ratio), the high value
placed on use of such vocabulary in Somali oral poetry means that high-quality oral

poetry outscores even informational writing in terms of lexical diversity.

Having identified a number of predictions made by the oral poetry and oral medium
theories about what sorts of differences should exist between Homeric and Classical
Greek, I move on in section 2.2 to identify predictions made by the archaism theory,
which gives priority in explaining the structural properties of the Homeric Greek
performance register mainly to syntactic typology, one of the influences that the oral
medium theory tends to deemphasize. The archaism theory is also more compatible

than the oral medium theory with the overall picture of the nature, purpose, and typical
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subject matter of high registers in oral cultures, and performance registers and
languages, that was presented in section 2.1.2, not only for the reasons that have
already been mentioned (the purposes shared by such registers and typical writing, and
related tendency to be distinguished from corresponding conversational registers by
relatively dense, integrated syntax), but also because one important feature of such
registers is that they tend to preserve linguistic archaisms, which are seen as helping to
create a dignified, elevated and authoritative tone. It is generally accepted that
Homeric Greek, as a performance register, preserves archaic vocabulary and

morphology; the archaism theory of Homeric syntax assimilates syntax to that model.
2.2 The archaism theory

Another possible explanation for the syntactic differences between Homeric Greek
and Classical Greek is that they reflect a change over time in the syntactic typology of
the Greek language. In the 19" and early 20" century comparative-historical grammar
tradition, Homeric Greek was described as preserving features of an earlier type of
syntax in which individual words and clauses were more grammatically independent
from one another than they were in the later language; independence in relations
between words and phrases was described under the heading of ‘apposition’, and
independence in relations between clauses under the heading of ‘parataxis’ (Meillet
and Vendryes 1927:519-520, 578-579 etc.; Chantraine 1953:12-21, 232-235 etc.).
Appositional relationships between verbs and their arguments, nouns and their
modifiers, and prepositions and their objects were defined in opposition to the
hierarchical relationships of government and agreement found in integrated verb, noun
and prepositional phrases; parataxis was defined in opposition to subordination. It was
sometimes suggested that appositional relationships were based on co-reference
between lexical nouns and pronouns implied by heads, particularly by verbs (as in

‘Achilles, he killed him, Hector’), and it was also thought that case marking on
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nominals might have carried more of the burden of marking relationships between

words and phrases than it did in the later language.

The archaism theory, like the orality theory, needs to be reframed to take into account
a backlog of relevant comparative evidence that has been built up since it was first
proposed. There are living languages whose syntax resembles, in broad outline, the
type of syntax that Meillet was hypothesizing for early Indo-European languages or
Indo-European. In late 20" century linguistics, a lot of attention began to be focused
on these so-called ‘nonconfigurational’ languages; in at least some of them
(‘pronominal argument’ languages), relationships of coreference between lexical
nouns with adjunct rather than argument status and pronouns which obligatorily serve
as the true arguments of heads such as verbs are fundamental to the syntax; in others,
grammatical relations and relations between nouns and their modifiers may
additionally or alternatively be encoded by case marking rather than phrase structure.
It has recently been suggested that the typology of Greek may have started out
nonconfigurational and gotten more configurational over time (Devine and Stephens
2000:141-153). In this section, I look at how well differences between Classical and
Homeric Greek match up with differences that exist between languages occupying

different positions along the configurationality spectrum.

2.2.1 Nonconfigurationality

The term ‘nonconfigurational” was originally coined to describe languages whose
syntax showed little or no evidence of being based on the same kind of configurational
phrase structure as the syntax of languages like English. In English, word order alone

is what tells you who is the agent and who is the patient in a typical transitive sentence

(38a-b):

(38) a. Achilles killed Hector
b. Hector killed Achilles
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This makes it easy to argue that grammatical functions like subject and object should
be defined in terms of their positions in phrase structure. In X' theory terms (Chomsky
1970; Jackendoff 1977:14-18), objects are sisters of X (complements), and subjects
are sisters of X' (specifiers). The object of a verb forms a constituent with it, a verb
phrase (chopped the cabbage), that excludes the subject (39a); the subject can
combine with the verb phrase to form a clause (Alice chopped the cabbage), but
cannot form a constituent with the verb that excludes the object (chopped the cabbage

is what Alice did; *Alice chopped is who did the cabbage).

(39) a. [IP[NP; Alice] [I' [I] [VP [NP t;][V'[V chopped] [NP the
cabbage]]]]]
All the arguments associated with a predicate, like transitive chop, which requires an

agent and a patient, have to be syntactically realized as noun phrases (40a-c).

(40) a. Alice chopped the cabbage
b. *Chopped the cabbage
c. *Alice chopped []

These noun phrases must be continuous; elements of the noun phrase cannot be

separated from one another (41a-d).

(41) a. Alice chopped the red cabbage

b. *Alice red chopped the cabbage

c. Helpful volunteers chopped the cabbage

d. *Helpful chopped volunteers the cabbage
Many languages, however, do not share all of these properties with English, and some
languages do not share any of them. In the Australian language Warlpiri, for instance,
word order does not encode grammatical relations, arguments of predicates do not
have to be syntactically realized as noun phrases, and elements of noun phrases may

be discontinous from one another (Hale 1983). In each of the sentences in (42), the

subject is the man and the object is the kangaroo:
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(42) a. Ngarrka-ngku ka wawirri panti-rni (H83:6)

MAan-ERG 4ux  kangaroo Spear-NONPAST
‘The man 1s spearing the kangaroo’

b. Wawirri ka panta-rni ngarrka-ngku
kangaroo  aux  spear-NONPAST Man-EerG

c. Panti-mi ka ngarrka-ngku wawirri
Spear-NONPAST AUX ~ man-ErRG kangaroo

Any or all of the arguments of the predicate panti-rni may be omitted: subject (43a),

object (43b) or both (43¢):

(43) a. Ngarrka-ngku ka panti-rni (H83:7)

MAan-ErG AUX  Spear-NONPAST
‘The man is spearing him/her/it’
b. Wawirri ka panti-rni

kangaroo  aux  spear-NONP4ST

‘He/she is spearing the kangaroo’
c. Panti-rni ka

Spear-NONPAST AUX

‘He/she is spearing him/her/it’

Finally, a demonstrative associated with the noun ‘kangaroo’ may be either continuous

with (44a) or discontinuous from it (44b):

(44) a. Wawirri yalumpu kapi-rna panti-rni (H83:6)
kangaroo  that AUX Spear-NONPAST
‘I will spear that kangaroo’
b. Wawirri kapi-rna panti-rni yalumpu
kangaroo  aux Spear-NONPAST that

Warlpiri also differs from English in two other obvious ways, one or both of which are
probably the key to explaining the differences listed above. First, person and number
of subject and object are marked by clitic pronouns that attach to the second-position
auxiliary (the only element of the clause whose position is fixed). Second, there is a
case-marking system for nominals. In examples 42a-c it is always clear regardless of

word order that ngarrka-ngku is the subject, because ngarrka-ngku is marked as
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ergative; in 43a-c the (zero) clitics in the auxiliary cluster indicate that the subject and
object that are not realized as lexical nouns are 3™ person singular; and in 44b, the

discontinuous constituents share the same (zero) absolutive case marking (Hale 1983).

Languages near the nonconfigurational end of the configurationality spectrum mark
grammatical relations morphologically; they are either head-marking or dependent-
marking or some combination of both (double/split-marking) (Nichols 1992:46-64;
Nordlinger 1998:47-49). In head-marking morphology, the grammatical structure or
function of a constituent is marked on the head, the part of the constituent that
determines its category (e.g. chop (V) in chop cabbage (VP), book (N) in yellow book
(NP), on (P) in on the countertop (PP)). In dependent-marking languages, it is marked
on the dependent (e.g. cabbage, yellow, the countertop in the examples above). Here

are some examples of head- and dependent-marking morphology in Greek.

(45) a. @UAdTTEL TOUG IMNOVG
He is guarding the horses
b. obv @ PUAakt
With the guard
c. ayabo¢ pvAag
A brave guard
In the verb phrase in 45a, the head @uAdtter has head-marking morphology indicating
that its subject is 3™ person singular; its complement, Toi¢ Tnmoug, has dependent-
marking morphology indicating that it is a direct object. In the prepositional phrase in
45b, the head ovv requires a dative object, and its complement @ @UAak1 is marked as
dative. In the noun phrase in 45c, the head @UAa& has masculine gender, and the

modifier dyaBog, has dependent-marking morphology indicating that the noun it

modifies i1s masculine.

Not all nonconfigurational languages share the three properties listed above (so-called

‘free word order’, null anaphora, and discontinuous constituents) as distinguishing
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languages like Warlpiri from languages like English. Instead, there seems to be not
only a spectrum of configurationality, but also variation within the territory of
nonconfigurationality, at least some of which seems to be associated with the
distinction between head-marking and dependent-marking languages (Nordlinger
1998:44-50; Baker 2001a). Warlpiri is double-marking; it has both head-marking and
dependent-marking morphology. The Native American language Mohawk is head-
marking. Like Warlpiri, it allows free word order (46a-f) and null anaphora (47a):

(46) a. Sak ra-nuhwe’-s ako-[a]tyd’tawi (B96:10)
Sak wmss-like-HaB  Fsp-dress
‘Sak likes her dress’

b. Ra-nthwe’-s Sak ako-[a]ty4d’tawi
Like Sak her-dress

c. Sak ako-[a]tyd’tawi ra-nihwe’-s
Sak her-dress like

d. Ra-nihwe’-s ako-[a]tya’tawi ne Sak
Like her-dress Sak

e. Ako-[a]tya’tawi ra-nihwe’-s ne Sak
Her-dress like Sak

f. Ako-[a]tya’tawi Sak ra-ntthwe’-s
Her-dress Sak like

(47) a. Ra-nuhwe’-s (B96:10)
MsS-like-HAB
‘He likes it’
Discontinuous constituents, however, are more limited in Mohawk (48a) (occurring

mainly with quantifier and determiner-like elements) than in Warlpiri (48b).

(48) a. 7*KA’tsu neauhd’a te-wak-éka’-s rababhét (B01:1437)

fish NEmost  cis-1so-like-vas  bullhead
‘I like bullhead fish the best’

b. Kuyu J-ma luwa-rmu wawirri
animal PERF-18S shoot-p4st kangaroo

‘I shot a kangaroo’
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This probably has something to do with the presence of case-marking on nominals in
Warlpiri, which makes it easier to tell what goes with what. The idea that case-
marking facilitates discontinuity is supported by case-marking patterns. When an
agreeing adjective and noun are continuous (49a-b), case-marking may appear on both
adjective and noun or only on the final element, but when they are discontinuous (49c-

d), they must both be case-marked (Laughren 2002).

(49) a. Ngulya-ngka jinta-ngka ka=lu paka-rni (L02:108)
burrow-roc one-Loc CENTR=PL.S hit-NpPAST
‘They kill them in one burrow’
b. Ngulya jinta-ngka ka=lu paka-rni
burrow one-1oc CENTR=PL.S hit-NpasT
c. Ngulya-ngka ka=lu jinta-ngka paka-rni
d. *Ngulya ka=lu jinta-ngka paka-rni

Another factor may be that the interpretation of nominals in double- and dependent-
marking nonconfigurational languages tends to be flexible; in Warlpiri, there is little
evidence for a categorial distinction between nouns and adjectives, and almost all
nominals can be interpreted as referential or predicative (Simpson 1991:265). In 50a,
either of the contiguous nominals kurdu-ngku and wita-ngku can be interpreted as a

modifier:

(50) a. kurdu-ngku wita-ngku ka wajili-pi-nyi (S91:265)
child- erc  small- ErG PRES  chase-npsT
‘The small child is chasing it’
“The childish small thing is chasing it’

In 51a, the discontinuous nominals kurdu-jarra-riu and wita-jarra-rlu can be

interpreted either together or separately (Simpson 1991:257):

(51) a. kurdu-jarra-rlu ka-pala maliki wajili-pi-nyi
child-puaL-ErG prES-3dusuBl  dog-aBs chase-NpPAsT
wita-jarra-rlu (S91:257)

132



small-pDuAL-ERG

‘(The) two small children are chasing the dog’

“Two children are chasing the dog and they are small’
Finally, another noteworthy difference is that head-marking but not dependent-

marking languages tend to feature productive noun incorporation (52a) (Baker

1996:14-23).

(52) a. Wa’-ke-nakt-a-hninu-’ (Mohawk, BO1b:1439)
FACT-1ss-bed-@-buy-runc
I bought the/a bed (‘I bed-bought’)

This feature seems to fit in with the general tendency of such languages to pack a lot

of information into the verb (Baker 2001a). >

What is it that is different about these languages? Is this just a randomly collected set
of different syntactic properties, or are the differences related to one another in some
principled way? Recall the suggestions made in the context of the theory of apposition
and parataxis about what might be behind the early typology. On the one hand, it was
thought that various grammatical relationships may have been based on coreference
between implied pronouns, and on the other that roles played by nominals were
indicated through case-marking rather than government by verbs and prepositions.
These same possibilities are at the center of current debates about the structure of
living nonconfigurational languages. In the case of double- and dependent-marking
languages, there are two main competing theories, one of which seeks to explain their
structure as being based on the ubiguitous presence of implied or overt bound
pronouns with which adjoined lexical elements corefer, while the other claims that
rich morphology, and particularly case-marking, makes syntactic phrase formation

largely unnecessary. My aim in this chapter is to compare the predictions the orality

>! This association is a matter of debate; Baker (1996) considers productive noun incorporation to be a
defining feature of polysynthesis, but Evans (2002} argues for a less restrictive definition based on
clustering of features.
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theory with the predictions of the theory that syntactic differences between Homeric
and Classical Greek can be understood in terms of change over the history of Greek
from a less configurational to a more configurational type of syntax. In order to do
that, it will be necessary to briefly describe these general theories about how
nonconfigurationality works. They lead not only to different conclusions about exactly
what such a change would have consisted of, but also in some cases to different
conclusions about what tests can be used to evaluate whether such a change took place

or not.

Nonconfigurationality theories

There is more agreement about how head-marking nonconfigurationality works than
there is about how dependent-marking nonconfigurationality works. Most analyses of
the structure of head-marking nonconfigurational languages are in one way or another
based on the pronominal argument theory: the idea that the inflected verb incorporates
or licenses null or overt pronouns, which serve as arguments (nominals required by the
verb; intransitives like dance require a subject; transitives like chop require a subject
and direct object; ditransitives like give require a subject, direct object, and indirect
object), while lexical nominals have the status of optional adjuncts that are associated
with the verb only indirectly, through their relationship with the argument pronouns
(Jelinek 1984; Baker 1996:41-137; Bresnan 2001:144-79; Mithun 2003).” Informally,
the idea is that the structure of Mohawk clauses (like those in (46) above) resembles

°2 This basic idea is given different form in different accounts. According to Jelinek’s (1984) account of
pronominal argument structure in Warlpiri, the clitic pronouns themselves serve as the true arguments
of the verb. In Baker’s (1996:41-137) account of pronominal argument structure in Mohawk,
inflectional morphology and incorporated nouns absorb the case features assigned by the verb, so
lexical nominals are prohibited from appearing in argument positions because they cannot receive case
there; the only elements that can appear in the standard argument positions are null pronouns (pro) or
traces left behind by arguments that have undergone obligatory movement to positions outside the
clause. In Bresnan’s (2001:144-79) account of Chichewa and Navajo as having optional and partial
pronominal argument structure respectively, the argument status of incorporated pronouns is not
encoded in phrase structure, but their presence in functional structure is taken to have many of the same
consequences as it has in other accounts.
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that of English clauses with pronominal arguments and dislocated adjunct lexical

nouns (as in 53a).

(53) a. He, the doctor, tells me, the patient, what to do (J84:50)

According to this analysis, the adjunct status of lexical nominals explains the
traditionally nonconfigurational properties of free word order and omissibility of
lexical arguments (Jelinek 1984); the behavior of all lexical nominals in such
languages resembles the behavior in English of adjuncts as opposed to arguments. In

English, arguments are obligatory and occur in fixed positions (54a-¢).

(54) a. Carol built a trechouse (E02)
b. *A treehouse built Carol
c. *Built a treehouse
Adjuncts, however, are optional and tend to show more flexibility in their ordering
(Ernst 2002:130-2); in example 55a, all noun phrases apart from the subject Carol and

object treehouse are adjuncts and can occur in any relative order, and in many

different positions relative to the verb and its arguments (55b, c): >

(55) a. Carol built a treechouse for her brother in the backyard with her new
tools (E02:132)
b. In the backyard, Carol built a treehouse with her new tools for her
brother
c. Carol built, with her new tools, a trechouse, in the backyard, for her
brother

So, the pronominal argument theory describes languages like Mohawk and languages
like English as having the same basic phrase structure configuration, including the

same structurally defined subject and object positions, but with one major difference,

namely that in the former, argument positions are never filled by lexical nominals.

%3 Different classes of adjuncts differ in the flexibility of their ordering; the examples in (55) involve so-
called ‘participant adjuncts’, which can be reordered with no change in meaning (Emst 2002:130-2).
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There 1s less agreement about how to analyze the structure of double-marking and
dependent-marking nonconfigurational languages, but there are two main theories.™
According to one theory, they have pronominal argument structure, just like head-
marking nonconfigurational languages (Jelinek 1984; Laughren 1989; Speas
1990:162-8; Hale 1994; Baker 2001b). For a double-marking language like Warlpiri,
this would mean that the clitic pronouns that appear in the second-position auxiliary
cluster (like the first person subject and second person object pronouns rna and ngku
in 56a) serve as or license pronominal arguments, while any lexical arguments or free

pronouns (like ngajulu-rlu and nyuntu in 56a) are adjuncts.

(56) a. ngajulu-rlu ka-rna-ngku nyuntu nya-nyi (S91:158)
I-ErG PRES-1SgNOM-2SZACC ~ YOU-ABSS€E-NPAST
‘I see you’

For a purely dependent-marking language like Jiwarli, it would have to mean that
none of the arguments of the verb have any overt syntactic or morphological
realization, since there are no clitic pronouns or verbal agreement morphology which
could be argued to constitute or license pronominal arguments (Baker 2001a; 2001b).
In the Jiwarli clause in 57a, the free pronouns ngatha and nhurra-nha are not doubled
by clitics (compare the combination of free and clitic pronouns in Warlpiri in example
56a above) and the verb mana-ra does not contain any information about the person or

number of its arguments (Austin 2001).

(57) a. Ngatha nhurra-nha  murrurrpa mana-ra (AQla:7)
Isg.erg 2sg-acc cicatrice-acc get-fut
‘I will get you cicatrices’

* Falling into neither of these categories is the theory that Warlpiri, like English, has both lexical
arguments and hierarchical phrase structure that marks grammatical relations, and that highly flexible
word order is to be explained by optional movement of arguments out of the verb phrase; this approach
has recently been argued for primarily on the basis of patterns of occurrence of clitic pronouns in the
AUX cluster in applicative constructions (Legate 2001).
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Applying the pronominal argument theory to double- and dependent-marking
languages, which tend to feature extensive noun phrase discontinuity, raises the
question of whether or how pronominal argument structure licenses such
discontinuity. Arguments, apart from occurring in fixed positions and not being
omissible, are also unique and must stand in a one-to-one relationship with roles
specified by the verb; adjuncts are technically not subject to that condition, so
pronominal argument structure could make discontinuous constituency possible by
allowing multiple coreferent dislocated noun phrases to be identified with a single
pronominal argument (Jelinek 1984). In comparable dislocation structures in Romance
languages, however, there tends to be only one dislocated noun phrase per pronoun,
and the limited sorts of discontinuity that occur in head-marking nonconfigurational
languages may result not from the adjunct status of lexical arguments but instead from
various forms of movement that also exist in configurational langunages, such as
quantifier float and wh-movement (Baker 1996: 138-85). That would leave the more
widespread and varied noun phrase discontinuity in double- and dependent-marking
languages still in need of explanation. One proposal is that the occurrence of
discontinuity is related to the tendency for such languages to allow nominals to shift
easily between referential and predicative interpretations, so that besides standing as
coreferential adjuncts to pronominal arguments lexical nominals can also be
predicated of them (Speas 1990:159-72; Baker 2001b); compare example 51a above,
where one possible interpretation of the discontinuous noun phrase involves a second
predication; on this version of the pronominal argument theory, the interpretation of
such a sentence could be something like ‘(the) two children, (they) are chasing the

dog, (and they are) small’.

According to another theory, Warlpiri and other double- and dependent-marking
nonconfigurational languages differ from languages like English in having a flat

phrase structure, which does not encode grammatical functions like subject and object;
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such relations are instead directly encoded by morphology, either by a combination of
agreement and case marking or, in purely dependent-marking languages, by case
marking alone (Hale 1983; Simpson 1991:65-111; Austin and Bresnan 1996;
Nordlinger 1998:60-69; Bresnan 2001:5-10).” The three central nonconfigurational
properties of free word order, omission of lexical arguments and discontinuous noun
phrases do not all flow from a single source, as in the pronominal argument theory, but
instead result from independent, though interrelated, factors (Austin and Bresnan
1996): word order is free because morphology rather than phrase structure is being
used to mark grammatical relations; omission of lexical arguments is possible because
the second-position clitics are optionally pronominal; noun phrases can be
discontinuous because constituency is marked by case, and because nominals readily
shift between referential and predicative interpretations. This theory does not raise the
same questions that the pronominal argument theory raises about the status of lexical
nominals, since it maintains that lexical nominals can have all the same functions in
Warlpiri as they do in English, acting as arguments, adjuncts and secondary predicates

in different contexts.

Discourse configurationality

Early descriptions of word order in nonconfigurational languages as ‘free’ were
qualified by the observation that word order was nevertheless not meaningless and that

its meaning needed to be investigated (see e.g. Hale 1983:6); since then it has been

** The second theory has primarily been developed in the context of Lexical-Functional Grammar
(hereafter LFG) (Bresnan 2001). One of the motivations for the design of LFG is the idea that the
dominant Chomskyan model of Universal Grammar is heavily influenced by non-universal aspects of
the structure of English and related languages, and is not well-suited for analyzing languages like
Warlpiri, in which morphology does the work of encoding grammatical relations that is done by phrase
structure in languages like English (Bresnan 2001:5-14). In LFG, there are separate components
describing argument structure (roles, like subject and object, associated with events) functional
structure (abstract relations between roles, like subject and object, and ways of expressing them) and
categorial structure (overt forms of expression like morphology and phrase structure) which are related
by linking principles (Bresnan 2001:19-22). Morphology and syntax have equal status in functional
structure; a given grammatical function, like ‘object’, can be defined in terms of phrase structure or
morphological structure (e.g. as as being complement of the verb, and/or having accusative case).
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found that word order in some of the most well-known nonconfigurational languages
1s discourse configurational (Laughren 2002; Hale, Jelinek, and Willie 2003). A
language can be said to be discourse configurational if it associates discourse-semantic
functions like topic and focus with particular phrase structure positions (Kiss 2001),
but the term is usually used to describe languages where the occurrence of arguments
in such positions is overt and standard.”® In Hungarian, for instance, the main
structural dichotomy in a categorical sentence is between topic and predicate, and the
topic can be any of the arguments of the predicate (Kiss 2001); in 58a, the topic is the
grammatical object. Immediately preverbal position is associated with identificational
focus; according to Kiss (2001), there is a structural focus position that is obligatorily
filled by the verb (hivta in 58b) and focused arguments move to the specifier position

of that projection (Marit in 58b).

(58) a. [, Evét [., Janos varta a mozi elbtt ]] (K95:208)
Eve-acc John waited the cinema in-front-of
‘Eve was waited for in front of the cinema by joun’
b. [, Janosy [rp Marit; [F hivta; [ve meg t;t;t; ]]]] (KO1:1451, simplified)

John Mary-acc invited PREvV

‘John invited MaRY’
At least some nonconfigurational languages are also discourse configurational, and if
what is described as ‘free’ word order is usually discourse configurational word order,
most of them may be. Hale, Jelinek and Willie (2003) argue that Navajo is both a
pronominal argument language and a discourse configurational language.’” Pronouns
incorporated into the verb are ordered according to their grammatical functions, while
lexical nominals are distributed into left-peripheral topic and focus positions according

to an animacy hierarchy; coindexing between lexical nominals and incorporated

pronouns depends on a combination of constraints related to the animacy hierarchy,

°% English probably meets the broader definition, but overt occurrence of arguments in topic and focus
positions (in left-dislocation and clefts, for instance) is relatively restricted and marked, so it is usually
not described as a discourse configurational language.

*7 For arguments against pronominal argument structure for Navajo, see Speas (2000).
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and direct versus inverse marking on the verb (the former indicating that the agent is
the topic and the latter indicating that the patient is the topic); in 59a, for instance,
‘boy’, outranking ‘horse’, appears in topic position, and the verb i1s marked as direct,

so the topic is coindexed with the subject pronominal argument (Hale, Jelinek, and

Willie 2003).

(59) a. Ashkin hy yiztat (HO3:11)

Boy horse 30bj-3Subj-kicked
Topic Focus Foc-Top-V
‘The boy kicked the horse’

Warlpiri also associates discourse-semantic functions with particular structural
positions. There are various proposals about how exactly these positions are arranged
(Austin and Bresnan 1996; Legate 2001; Laughren 2002; Simpson 2007), but they all
allow for at least the left-peripheral topic and focus found in other discourse
configurational languages (cf. 60b).*® Legate (2001), building on Laughren (2002),
proposes two topic positions, to account for cooccurrence of hanging or dislocated
topics and regular topics, and two focus positions, to account for cooccurrence of wh-
elements and other focused constituents, which would give the leftmost edge of the

Warlpiri clause the discourse-functional projections shown in 60a.

(60) a. [TopP,u..[TopP [FocP [FocP.,[CP]]]]] (LO2)

b. Pikirri-ji-npa nyarrparla-rla warunka-ma-nu-rnu
spearthrower-nom-2sg where-loc forget-CAUSE-PST-HITHER
Topic Focus Verb

‘Where did you forget the spearthrower on your way here?’

The i1ssue of whether a language has ‘free word order’, originally one of the defining
characteristics of nonconfigurationality, breaks down into two different questions. One

question 1s whether arguments of predicates regularly and overtly appear in phrase

*® Simpson (2007) suggests a particular arrangement of functional projections in the left periphery but
then goes on to argue that relative discourse prominence and newness might be associated with spans in
the clause rather than specific positions, and that information structure might be better represented as a
dimension separate from phrase structure.
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structure positions associated with discourse functions like topic and focus (whether
the language is discourse configurational). Another and separate question is whether
lexical arguments of predicates can also overtly appear in phrase structure positions
associated with grammatical relations like subject and object (whether it is
configurational). There are various different possibilities for how discourse-functional
phrase structure positions can be related to argument positions in the verb phrase or
sentence nucleus. First, discourse configurationality can be combined with a standard
hierarchical verb phrase. Lexical nominals sitting in discourse-functional positions
may govern traces of themselves sitting in phrase-structurally defined argument
positions in a configurational verb phrase; this is generally assumed to be how
discourse configurationality works in languages like German and Japanese (Baker
2001b), is debatable for Hungarian (Kiss 2008), and has been suggested for Warlpiri
(Legate 2002:62). Second, discourse configurationality can be combined with various
flavors of nonconfigurationality. The same type of relationship (movement and
government of traces) could apply, but with arguments starting out in a flat sentence
nucleus, with no hierarchical verb phrase; this has been argued for Hungarian (Kiss
1995; 2008); 1t has similarly been proposed that Warlpiri has a phrase structure with
some hierarchical discourse functional projections on the left periphery but a flat
sentence nucleus (though in a non-movement framework) (Austin and Bresnan 1996;
Simpson 2007). When discourse configurationality is combined with pronominal
argument structure, lexical nominals sitting in discourse-functional projections are
related by a system of coreference to (null) pronouns occupying (or having been
incorporated into the verb from) argument positions in a hierarchical verb phrase

(Hale, Jelinek, and Willie 2003).

2.2.2 Homer and nonconfigurational syntax

Free word order, null anaphora, and discontinuous constituents were the three main

properties originally associated with nonconfigurationality (Hale 1983). These all
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appear in some form in both Classical and Homeric Greek. As shown in section 2.2.1,
two properties are subsumed under the description ‘free word order’: discourse
configurational word order and lack of a hierarchical VP containing lexical arguments.
Classical Greek has discourse configurational word order; it has the clause-level topic
and focus illustrated above for Hungarian, Navajo and Warlpiri (see Dik 1995 for
evidence from Herodotus and Dik 2007 for evidence from tragic dialogue), and the
projection of focus is cross-categorial, appearing at the level of the (noun, adjective,
verb and in poetry, prepositional) phrase as well as the clause (Devine and Stephens
2000:9-15; see also Devine and Stephens 2006:87-98, 377-91 on cross-categorial
focus and scrambling projections in Latin). The discourse configurationality of
Classical Greek appears to be inherited. Clause-level topic and focus positions can be
reconstructed for Indo-European based on evidence from Homeric Greek, Vedic
Sanskrit and Hittite (Hale 1987:12; Garrett 1990:28-32) (61a, with Hale’s COMP node
relabeled as Focus, following Kiparsky 1995). Evidence comes partly from examples
in which both positions are clearly filled. In Homer, an interrogative in focus position

can be preceded by a single topicalized constituent (61b-c).

(61) a. [S"Topic [S' Focus [S]]]
b. t@Ov & GMwv tig kev Not gpeoiv ovvouart eiror (11. 17.260) (G90:31)
Of the others, who could say their names from memory
c. avdpdv & v moAA® ouadw ndg kév T1g dxovoot 1 ginot; (11. 19.81)
Amidst the great roar of men, how can anyone hear or speak?
The question of whether there was a hierarchical verb phrase in Ancient Greek has for
the most part not been directly addressed. In the literature on nonconfigurationality,
arguments about this topic are mostly based on word order and the application of
movement rules, and binding and coreference phenomena. First, there is the issue of
unmarked word order; even in a language where word order 1s highly flexible and all

orders of, say, S, O, and V are equally grammatical, if one order can be shown to be

unmarked, it can be argued that that order is basic and the others are derived from it by
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movement rules. It is claimed for Warlpiri not only that all of the word order
permutations in a series like (42a-c) above are grammatical, but that none of them is
unmarked. The same claim has been made for postverbal word order in Hungarian, as
part of the argument for a flat head-initial VP, from which constituents raise to

preverbal discourse-functional projections, as in 58b above (Kiss 1995, 2008).

Taylor (1994) argues on the basis of clitic positioning and the statistical distribution of
word order permutations that there was a change over time in the basic word order of
Ancient Greek, from SOV in Homeric to SVO in Koine, with Classical Greek showing
competition between SOV and SVO. The conclusion reached about the nature of word
order permutations is that Homeric Greek has basic SOV order reflecting the location
of arguments in a hierarchical head-final VP, from which all other orders are derived
by rightward extraposition of subject and/or object. The main problem with this
picture is that it does not take into account the existence of the left-peripheral topic
and focus projections illustrated in (61), and it gives no alternative account of
pragmatic or other motivations for the proposed rightward movement.*” Iliad 23.897

(62a), for example, is cited as an example of SXVY order (Taylor 1994:22):

r

(62) a. 6y fpwg/ TaAbuPiw kfpuk didov nepikaAAég debAov (I1. 23.897)
Topic Focus Verb Tail
Then the hero gave to the herald Talthybius the beautiful prize.
There is no apparent reason in 62a for the direct object to be singled out as a target for
extraposition (heaviness, for instance, is sometimes a reason for extraposition, but the
direct object here is no heavier than the indirect object); there are reasons, however,
for the arguments to be distributed as they are if the topic and focus structure

illustrated in 61a is assumed. The subject, Agamemnon, and object, a cauldron offered

> It also does not take into account the order of arguments on either side of the verb, so that for
instance, in clauses with three lexical arguments, the probability of occurrence of examples with the
order O-10-S-V versus those with the order S-10-O-V is not discussed; both would be counted simply
as instances involving no extraposition (Taylor 1994),
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as a prize, are old information (the cauldron is described in detail in line 885 and
Agamemnon is a main character in the scene) and appear in topic and tail position
respectively; the indirect object Talthybius the herald has not been mentioned since
book 19 (Richardson 1993:271), and appears in the directly preverbal focus position.
Even if it were to be shown that Homeric Greek has SOV word order in pragmatically
neutral contexts, that would not show that SOV order reflects the order of occurrence
of arguments in a hierarchical verb phrase. SOV order could also result from raising of
arguments from a (hierarchical or flat) S or VP to higher discourse-functional
projections: objects together with the verb tend to be part of the new information being
asserted in a clause, and would show an affinity for preverbal focus position. The
latter scenario has been argued to account for neutral SOV word order in Latin (with
raising from a hierarchical verb phrase) (Devine and Stephens 2006:25-9, 87-98). On
that kind of analysis, word-order based arguments for or against a hierarchical VP in
Classical or Homeric Greek could potentially be based on evidence or lack of evidence
for an unmarked postverbal word order, as in the case of Hungarian. As far as [ am
aware, no such evidence has been collected; this would make a good topic for future

research.

Evidence about the structure of VP can also come from the operation of movement
rules; in so far as these rules target constituents, if they can be shown to target the
finite verb plus direct object, that is evidence for a VP constituent containing the
object. For English, evidence for the existence of a VP including the object and
excluding the subject comes from movement operations that target the verb plus object
and cannot operate on the verb plus subject (cf. Chopped the cabbage is what Alice
did vs. *4lice chopped is what did the cabbage). For Warlpiri, some evidence about
constituency comes from what can appear in the position immediately preceding the
second-position AUX cluster; noun phrases (including modified and conjoined noun

phrases), nonfinite verb phrases (including objects), preverbs, propositional particles,
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and finite verbs (with or without preverbs) (63a) can appear there, but a finite verb

plus a lexical argument cannot (Laughren 2002) (63b-c):

(63) a. Warru-pu-ngu kala=lu kuyu yapa-patu-rlu
Around-kill- pasT  past=pL.s animal:NoM  person-pL-ERG
‘The people used to kill animals all over’
b. *Warru-pu-ngu kuyu kala=lu
Around-kill-past  animal:nom  past=pL.s
c. *Kuyu warru-pu-ngu kala=lu
(L02:97)

Laughren (2002) argues based on this evidence that the Warlpiri finite verb is phrasal,
and that the finite verb phrase does not contain overt embedded arguments; if it did,
they would be able to appear together with it in pre-AUX position, like nominals
embedded in noun phrases, and nonfinite verb phrases. This is the sort of evidence that
has been used to argue for the existence of topic and focus projections in Homeric
Greek; exactly one syntactic constituent can appear before an interrogative in Homer
(61b-c above). It has not been used to make arguments about the nature of the verb

phrase; again, this would make a good topic for future research.

Arguments about the structure of VP can also be based on coreference and binding
phenomena. This type of test is valid only in so far as the rules governing these
phenomena are defined in terms of c-command relationships in a hierarchical phrase
structure (Chomsky 1981:188, 183-222); they can also be defined in terms of a
hierarchy of grammatical functions or thematic roles, independent from phrase
structure (Pollard and Sag 1994:238-81; Bresnan 2001:212-235). Results of such tests
in nonconfigurational languages are mixed. On the one hand, in all or almost all
languages, including nonconfigurational languages such as Warlpiri, reflexives and
reciprocals can only be objects or obliques coreferent with subjects (64a), not the other

way around (64b) (Baker 2001b; Bresnan 2001:7); rules governing this type of
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relationship may be defined in terms of the thematic hierarchy rather than phrase

structure.
(64) a. Napaljarri-rli ka-nyanu paka-rni (B01:7)
Napaljarti-erG PRES-REFL hit-NONPAST
‘Napaljarri is hitting herself’
b. *Napaljarr ka-nyanu paka-rni
Napaljarri-abs pres-refl hit-nonpast

‘Herself 1s hitting Napaljarri’

But nonconfigurational languages also show some coreference effects that seem to
show a lack of phrase-structural subject-object asymmetry, and head-marking and
dependent-marking languages show different effects (Baker 2001b). In English,
coreference between an object and a possessive inside a subject is possible (compare
the glosses in 65a-b), but not the other way around: there is obligatory disjoint
reference in cases like 65a. In Mohawk, both are possible (regardless of word order)

(65a-b) (Baker 1996:45-6):

(65) a. Wa’-t-hd-ya-"k-e’ ne thika Sak rad¢-[a}’share’
FACT-DUP-1sS-break-Punc  NE that  Sak MsP-knife
‘He broke that knife of Sak’s (coreference OK) (B96:45-46)

b. Ro-ya’takéhnha-s thika ne Sak rad-[a}’share’
MsO-help-HaB that  NE Sak MsP-knife
‘That knife of Sak’s is helping Aim’ (coreference OK)
(B96:46)

Mohawk also behaves differently with respect to so-called ‘weak crossover’ with
interrogatives; in English, an interrogative subject can bind an overt possessive
pronominal inside the object (“Who; loves his; mother”), but not vice versa (**Who;
does his; mother love’). In Mohawk, neither pattern occurs (Baker 2001b). Baker
(1996:43-48) argues that this set of facts makes sense if lexical nominals are always
adjoined to the clause as a whole and are therefore not c-commanded by pronominal

arguments or traces occupying argument positions. On that theory, the null pronoun in
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subject position in 65a can co-refer with the object because it does not c-command it,
and sentences like “Who; loves his; mother’ are ruled out because the trace of the
interrogative does not c-command the lexical object, and therefore cannot bind the

pronoun inside it (Baker 1996:43-73).

It seems unlikely that coreference of the sort seen in 65a occurs in Ancient Greek,
Classical or Homeric. Some positive evidence that parallels to 65a are not possible in
Homeric Greek may be found in the second half of the Odyssey; when Odysseus has
returned to Ithaca in disguise, there are frequent third-person references to ‘Odysseus’
house’, and so forth, by Odysseus himself and by others that are meant to be amusing,
and would at minimum have a different effect if coreference between the subject and

possessive pronoun inside the prepositional phrase were possible (66a-b):

(66) a. xaik éABwv mpog dwuart 'Oduacstiog Beioto ayyeAinv eimoit
nepippovi Mnvehonein (Od. 15.313-314)
And I will go to godlike Odysseus’ house and give the message to
circumspect Penelope (external audience, but not addressee, knows
that the speaker is Odysseus)

b. of k" €A0n mpd¢ dwpat ’0dvocfiog Beloio (Od. 17.230-232)

If he goes to the house of godlike Odysseus (external audience but
not speaker knows that the subject of €Ay is Odysseus)

There is positive evidence that Homeric Greek does not have the sort of two-way
weak crossover effect with interrogatives that is found in Mohawk. There are no
examples in Homer of a subject interrogative binding an overt possessive pronominal

inside an object in the same clause, but there are examples involving an overt

possessive pronominal inside an oblique (67a-b):

(67) a. T@V & FAAwV Tic ke fo1 @peoiv obVSuar’ lol, Bocor &) peTdmiche
paxnv nyepav Axaidv; (I1. 17.260-261)
And who could say the names of the others from memory [lit: with
his mind]
b. @ @fAe, tig ydp o€ mpiato kredtesoiv £oictv; (Od. 14.115)
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My dear man, who bought you with his wealth?

So, by this measure, it looks as though null subject pronominals (66a-b) and

interrogatives (67a-b) are able to c-command lexical arguments in Homeric Greek.

Warlpiri has disjoint reference patterns that are different from those found in English,
and the opposite of those found in Mohawk. Coreference between a nominal and a

possessive inside another argument is ruled out altogether (regardless of word order)

(68a-b) (Simpson 1991:179-80):

(68) a. Jakamarra-kurlangu maliki-rli ka nyanungu wajijli-pi-nyi
Jakamarra-ross dog-ErG PRES he chase-NPAST
*Jakamarra’s dog chases him=Jakamarra

b. Jakamarra-kurlangu maliki-rli ka  nyanungu-rlu wajijli-pi-nyi
Jakamarra-pross dog-ErG  PRES he-ERG chase-NPAST
*He chases Jakamarra’s=his own dog
(S91:179-80)

Hungarian patterns with Warlpiri in this respect (69a-b)(Kiss 2008):

(69) a. *Janos; anyja szereti Ot/pro;
John's mother loves him
‘John’s mother loves him’
b. *O/pro; szereti Janos; anyjat
He loves John’s mother

‘He loves John’s mother’

(K08:ex.19a-b)
With respect to weak crossover, Warlpiri (Baker 2001b) again differs from English but
in an opposite way from Mohawk; an object interrogative can bind a pronoun inside
the subject, and vice versa (i.e. both “Who, does his; mother love’ and ‘Who;loves his;
mother’ are OK); Hungarian again patterns with Warlpiri (Kiss 2008). Different ways
of explaining these facts have been proposed. Simpson (1991:179-180) argues that
coreference in 68a-b is ruled out by mutual c-command of the subject and object in a

flat phrase structure. Kiss (2008) argues that both can be explained either by mutual c-
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command in a flat phrase structure or by obligatory verb-phrase internal topicalization
of pronominal and wh-objects in a layered hierarchical verb phrase; on the latter
analysis, the object pronoun would c-command the subject in 69a and therefore be
unable to co-refer with it, and an intermediate trace of the wh-object would c-
command the subject in “Who; does his; mother love’ and therefore be able to bind the
possessive pronoun. Baker (2001b) argues that both patterns in Warlpiri could result
from a structure in which pronominal arguments obligatorily raise out of a hierarchical
verb phrase to specifier positions that c-command both argument positions in the verb

phrase, which contain secondary-predicate-like lexical nominals.

If Homeric Greek behaved like Warlpiri and Hungarian with respect to disjoint
reference, the evidence would be negative rather than positive, consisting only of a
lack of examples of the types seen in 68a-b and 69a-b. A search for genitive forms of
the proper names ‘Achilles’ and ‘Odysseus’ in Homer yielded no such examples. With
respect to weak crossover, there could be positive evidence that Homeric Greek
resembles Warlpiri and Hungarian, in the form of examples of an object or oblique
interrogative binding an overt pronominal inside a subject; a search of overt
possessive pronouns in Homer yielded no such examples. So, with respect to disjoint
reference effects and weak crossover with interrogatives, I am not aware of any
positive evidence one way or another about whether Homeric Greek resembles

Warlpiri and Hungarian.

Apart from free word order (or discourse configurational word order in the absence of
a hierarchical verb phrase containing lexical arguments) the other two central features
originally associated with nonconfigurationality are null anaphora (illustrated above in
43 and 47), and discontinuous constituents (illustrated above in 44, 48, 50 and 51).

These properties are shared by both Homeric and Classical Greek. Person and number

features of the subject are marked on the verb, and pronominal subjects that are not
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focused are usually null unless they are necessary for disambiguation; though there 1s

no such marking for objects, definite referential pronominal objects are also often null.

According to Luraghi (2003), null objects are obligatory in certain contexts, most

notably where a conjunct participle and verb (70a-b), or coordinated clauses (70c-d),

share an object; occurrence of null objects is otherwise discourse-conditioned, and

most likely when the object is highly topical (70e-f).
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(70) a. v1d¢; uev On tot AéAutat Yépov wg EkEAeVEC, Keltan & €V Aexéeos™

aua &’ ol gatvouévngrv Speat @ avtog aywv &

(Il. 24.599-601)

Your son, old man, is given back according to your wish, and lies
upon a bier; at the break of day you shall yourself behold kim as you
bear Aim hence (L03:176)

0 8¢ EpmumAdg andvrwy; TV yvouny anéneune @. (Xen. 4n. 1.7.8)
Having fulfilled the expectations of al/, he dismissed them (L03:170)
lotia; uev oteidavro, Oéoav @; § €v vni peAaivn (1. 1.433)

They furled the sail and stowed it in the black ship (L03:181)

kol pivi ABnvaior dnuooin te €Bapav avtod Tfj tep Eneoe Kal
gtiunocav @ peydAwe (Hdt. 1.30-31)

The Athenians buried /4im at public expense on the spot where he fell
and gave him much honor (L03:179)

evEnMANoOev &£ ol Auew alpatog dpBaAuol 1o § ava oTdua Kal KaTa
pivac mprioe xavwv: Bavdatov 8¢ uéAav vépoc @; du@ekdAvev

(11. 16.348-350)

Both his eyes were filled with blood; and up through mouth and
nostrils he spurted blood as he gaped, and a black cloud of death
enfolded him (L03:186)

...T} o0 ToiTo AjOnv Aéyouev, @ Ziupia, émotiung; drofoAry;
M&vtwg dhmov, £pn, & Tdkpateg. Ei 8¢ ye oiuat Aapdvreg @; mpiv
yevéoBat yryvopevol anwAéosauev @; (PL. Phd. 75d10-¢3)

‘...the loss of knowledge is just what we mean when we speak of
forgetting, is it not, Simmias?’ Certainly, Socrates, said he. ‘But, |
suppose, if we acquired knowledge before we were born and lost it at
birth...” (L03:188)



Definite null objects also occur in many other early IE languages, such as Latin,
Sanskrit, Persian, Old English, and OId Icelandic (van der Wurff 1997), which

suggests that they may have been a feature of Indo-European.

Discontinuous constituents occur in both Classical and Homeric Greek, though their
occurrence is less restricted in Homeric Greek (Devine and Stephens 2000:112-115)
(this was briefly discussed in section 2.1.3 above), and probably also more common
overall (in Chapter 3 it will be shown that quantifiers, at least, are more often
discontinuous from their restrictions in Homer). Hyperbaton appears to be licensed
under similar discourse-pragmatic conditions in Ancient Greek and in some
nonconfigurational languages. In Classical Greek prose, and sometimes in Homeric
Greek, premodifier hyperbaton encodes strong contrastive focus on the modifier (71a-

b) (Devine and Stephens 2000:33-87).

(71) a. 0O maAaidg keAevel vopog (Dem 20.99) (D00:91)
The old law prescribes (old, not new)
b. NE véov pebimelg, N xal matpmiog £oct/Eeivog (Od. 1.175-6)
(D00:198)
If you have come here as a stranger or if you are a friend of my father

Premodifier hyperbaton m Warlpiri can encode strong focus, as illustrated by the
following question and answer sequence, in which a cardinal numeral appears before

the verb and a tail noun after it (Legate 2002:111):

(72) a. A:Jangan mayi ka-npa marda-mm? (L02:111)
Shanghai Interr Pres-Impf-2sg have-Npast
B: Yuwayi. Jirrama ka-ma marda-mi jangari-jarra

Yes. Two  Pres-Impf-1sg have-Npast  shanghai-dual

A: Do you have a shanghai?
B: Yes. I have two shanghais!
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In head-marking languages, where noun phrase discontinuity tends to be more
restricted, elements that do appear in hyperbaton tend to be those that attract focus:
quantifiers, numerals, interrogatives and demonstratives (73a) (Baker 1996:138-85). In
Fox, a head-marking nonconfigurational language, these elements normally appear in

preverbal focus position, with a tail noun on the right (Dahlstrom 2003).

(73) a. Akwéku wa’-e-tshari-’ ne onhthsa’(B96:138)
All FacT-FsS-find-punc  NE eggs
‘She found all the eggs’

b. Keswi=ya-pi ini  eh-ketemino--hki
How.many=may.l.ask then  AOR-bless-3(PL)S:20
maneto-w-aki? (D03:154)
spirit-PL

‘How many spirits blessed you then’?

In a crosslinguistic survey of discontinuous noun phrases, the two most commonly
occurring types were focused modifiers preceding tail nouns (as above) and topic
nouns preceding focused modifiers (Fanselow and Féry 2006). In both Homeric and
Classical Greek, a topic noun may be followed by a modifier in preverbal focus

position (sometimes stranded after verb raising, as in 74a-b).

(74) a. otpatiav £xwv o0 ToAANV (Thuc. 8.61.1) (D00:98)
With a small force
b. &AA dye vOv innedorv éndtpuvov moAéeoot (1. 15.258)
But come now command many horsemen
Baker (1996:182) reports that discontinuous noun phrases with the noun to the left of
the verb and the modifier to the right are of questionable grammaticality in Mohawk

but may be possible under certain conditions, such as when the noun is a topic, so that

the meaning of 75a would be ‘As for the eggs, she found all of them’:

(75) a. Onhuhsa’ wa’-e-tshari-’ akwéku (B96:138)
Eggs FacT-FsS-find-punc  all
‘She found all the eggs’
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Warlpiri examples like 76a appear to have a similar structure, with a nominal in topic
position and a modifier in preverbal focus position (and in this case a third nominal

added as an amplification or afterthought) (Legate 2002:109):

(76) a. Kuyu ka-rlipa jaya-jala (L02:109)

Meat PresImpf-1plExcl a.lot-actually

paka-rni janganpa-rlangu

kill-Npast  possom-for.example

‘We are killing a lot of possums’
Homeric Greek, unlike Classical Greek, allows weakly focused and even unfocused,
descriptive adjectives in premodifier hyperbaton, though this is most likely when the
posthead noun is presentational or predictable (Devine and Stephens 2000:169-72). In
77a (repeated from 8a above), for instance, there is no question of excluding an
alternative non-beautiful handle, but the handle is accommodated rather than new
information since the bow has been the main topic of the preceding passage; similarly
in 77b, there is no question of excluding the possibility that people may have given

larger dowries for daughters not their own, but ‘daughter’ is old information, since

Agamemnon has just listed his by name and said that Achilles may marry one of them.

(77) a. avtoD & WkL Pérog kaAf) npooixkAtve kopwvn (Od. 21.138, 165)
In the same spot he leaned the swift arrow against the beautiful
handle
b. &y®m & émi peihia dbow / oA pdX, o0’ ol 1t Tig £f) Emédwke
Buyatpt (1. 9.147-148)
And I will give a dowry, a very big one, such as nobody has ever
given for his daughter
It 1s not entirely clear whether the hyperbaton with descriptive adjectives found in
Homer is paralleled in double- and dependent-marking nonconfigurational languages,
because there is a tendency in the literature on nonconfigurationality for the

occurrence of discontinuous constituents to be noted without further discussion of

their information structure. Most examples of discontinuous noun phrases cited in the
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literature involve categories of modifier that tend to attract focus, such as
demonstratives, numerals, and measure adjectives. However, there is some indication
that strong focus is not required for premodifier hyperbaton in such languages. In
Jaminjung, premodifier hyperbaton occurs in presentational contexts (Schultze-Berndt
2008); in (78a), an out-of-the-blue announcement made by a passenger in a car about
an oncoming truck, the posthead noun is new but predictable. In Jiwarli, possessives
can appear in premodifier hyperbaton (Austin 2001); no context is given for 78b, but

exclusion of the sun making other people’s heads sore seems unlikely.

(78) a. gujugu ga-ram motika thanthiya (S-B08:4)
Big 3sg-come.PRS car  DEMIADV
‘a big car is coming there!’
b. Juru-ngku ngatha-nha  kulypa-jipa-rninyja parna (A01:8)

sun-erg Isg-acc be-sore-tr-past head-acc
Amplificatory and secondary-predicate-like discontinuous modifiers seem to be
particularly common in Homer (Devine and Stephens 2000:194-7, 66-72); compare
the postverbal amplification in 76a, and the general availability in double-marking

nonconfigurational languages like Warlpiri of predicative interpretations for

discontinuous modifier/nominals as illustrated in 50a and 51a.

Pronominal argument theory

Besides these three traditional nonconfigurational properties, more predictions about
structure are made by one particular theory of nonconfigurationality, namely the
pronominal argument theory. Certain features that commonly occur in languages that
allow lexical arguments tend not to occur in pronominal argument languages and can
be argued to be incompatible with pronominal argument structure; these include,
among other things, determiners, nonreferential quantifiers, adpositions that take
lexical noun objects, and embedded subordinate clauses that are not nominalized or

adjoined (Baker 1996; Faltz 2000; Willie and Jelinek 2000; Baker 2001a; 2001b; Hale,
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Jelinek, and Willie 2003). Most of these features are fully present in Classical Greek,
and either not present or less fully developed in Homeric Greek. In what follows, |
will limit myself to briefly describing the main arguments put forward about why
these elements are not present in pronominal argument languages, and pointing out
correspondences to differences between Classical and Homeric Greek. I explore one
of these correspondences, the prediction about nonreferential quantifiers, in depth in

Chapters 3 and 4.

Pronominal argument languages tend to lack determiners (Baker 1996:244-56). This
has been argued to follow from the same principle that is responsible for pronominal
arguments being incorporated into verbs, which can be framed in purely syntactic
terms as a requirement that phrases bearing theta-roles assigned by heads always be
coindexed with morphemes attached to those heads (Baker 1996:17), or in
semantically based terms as a ban on syntactically visible fully unsaturated predicates
(Faltz 2000). Basically, the idea is that freestanding (unincorporated) NPs in
pronominal argument languages may themselves contain incorporated pronominal
arguments, which like definite determiners in lexical argument languages serve to turn
predicative common nouns (syntactic NPs) into referential noun phrases (like syntactic
DPs). In some languages, such as Warlpiri (Bittner and Hale 1995) and Mohawk
(Baker 1996:127), bare nouns can be interpreted as definite or indefinite (79a-b).

(79) a. Maliki wiri-ngki ka-@-ju (ngaju) wajilipi-nyi
dog big-E, PRS-381-15; (me;) chase-npsT
‘A/the big dog 1s chasing me’ (B195:84)
b. Erhar te-wak-atahutsoni
dog pUP- 1sO-want/sTat

‘I want a dog’ or ‘I want the dog’ (B96:253)

In others, they get a default definite interpretation. Faltz (2000:32-3) argues that
common nouns in Navajo, which as lexical entries are fully unsaturated predicates

(having the meaning (Ax)boy(x), loosely speaking ‘the property of being a boy’),
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undergo obligatory definite closure when they appear as syntactically independent
NPs, so that the meaning of a noun like ‘boy’, when it appears as an independent
nominal, is (1e;)boy(e;), or ‘the one who is a boy’. Outside of copular and existential
constructions, bare nouns in Navajo get a default definite interpretation, and indefinite
particles must be used to get indefinite interpretations; of the examples in 80, neither
80a nor 80b can introduce an unfamiliar referent; 80c can introduce either a
presuppositional specific or unfamiliar nonspecific referent (Willie and Jelinek 2000;

Hale, Jelinek, and Willie 2003).

(80) a. at’ééd yicha

girl 3Subj-cry

“The girl (familiar, presuppositional), she 1s crying”
b. at’ééd fa’ yicha

girl one  3Subj-cry

“One of the (presupposed set of ) girls, she is crying”
c. at’ééd 11> yicha

girl a 3Subj-cry

“A/some/a certain girl (ambiguous), she is crying”

(HO03:2-3)

If this 1s true, in many languages these incorporated arguments are often null, which
would not be too surprising, since most of the time they would be third-person, and
zero marking is common for third-person pronominal agreement (Baker 1996:244-56;
Faltz 2000:33). In some languages, pronominal arguments 1dentical to those that
appear on the verb can also appear on nouns; in Nahautl, nouns can be inflected with
the same (overt) first-, second-, and (zero) third-person pronominal affixes that appear
on intransitive verbs; the resulting words can either be adjoined to a verbal clause or

function as nominal clauses (81a-b) (Baker, 1996:248-252).

(81) a. n-oquich-tli (B96:248-252)
1sS-man-Ns¥/sG
‘I, the man; [ am a man’
b. am-oquich-tin
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2pS-man-NsF/pL
“You men; you (pl.) are men’
c. @-oquich-th

3S-man-NsF/sG

‘the man; he is a man’
Mithun (2003) argues that, in general, pronominal affixes in pronominal argument
languages are referential and definite, like independent pronouns like 4e, she and it in
languages like English; indefinite non-specific reference is partly accomplished by
various alternative strategies, mainly forms of detransitivization, noun incorporation
and verbal derivation. In Yup’ik Eskimo and Navajo, when indefinite non-specific
NPs, such as independent indefinite proforms (like somebody and something), are
coindexed with definite pronominal arguments, they introduce hypothetical referents
which serve as antecedents in an intraclausal version of the interclausal anaphora
allowed between indefinite and definite pronouns in English (as in ‘Somebody has
been eating my porridge. He must have been very hungry’); compare the gloss for 80c
above (Mithun 2003). There is parametric variation in pronominal versus lexical
argument structure within the Athabaskan language family that suggests that when
pronominal argument structure starts to become optional, indefinites are the first
lexical nouns to be allowed to function directly as arguments; in Southern Athabaskan
(including Navajo), no NPs appear in object argument positions, and object clitics are
obligatory; in Northwestern Athabaskan, only indefinite NPs appear in object
positions, and they are mutually exclusive with object clitics; in Northern Athabaskan,
both definite and indefinite NPs may appear in object positions and are mutually

exclusive with object clitics (Hale, Jelinek, and Willie 2003).

As was noted in section 1.1.1, Homeric Greek has no definite determiner; the element
that becomes a definite determiner in Classical is still primarily a demonstrative in
Homeric Greek (Monro 1891:232-4; Chantraine 1953:158-166). In Classical Greek,

nouns with a determiner get a definite interpretation and bare nouns get an indefinite
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interpretation (82a); in Homer, bare nouns are interpreted as definite or indefinite

depending on context (82b).

(82) a. ‘OpGowv innéag mov mépav tod motapod (Xen. 4n. 4.3.3)
They saw some horsemen in a spot across the river
b. &¢kAoinv éABGvVTeG ént kAtopoiot kabilov (I1. 11.623)
They went into the hut and sat down on chairs
One factor that may be relevant in this context and would be worth investigating is the
extent to which nonreferential indefinite NPs tend to be semantically incorporated in

Homeric Greek, as they appear to be in many of the most common verb plus object

formulas:

(83) a. motpov émomeiv
Meet one’s fate
b. (kata) ddxpulov)(a) xéerv/eiBerv/AeiBerv
Shed a tear/tears
c. (mpog) uobov gineiv
Make a speech (to); address
Definite articles are not found in early Indo-European languages, and no definite

article is reconstructed for Indo-European (Hewson 1997).

Nonreferential determiner quantifiers such as every, no, and singular determiner each,
along with pronominal counterparts like everyone/body/thing and noone/body/thing,
are systematically absent from pronominal argument languages (Bach, Jelinek,
Kratzer, and Partee 1995; Baker 1995; 1996:53-66). This is argued to follow either
directly from the definiteness and referentiality of pronominal arguments that appear
on verbs or from the same factors that rule out definite determiners; either truly
nonreferential NPs do not make good antecedents for the intraclausal anaphora that as
adjuncts they must participate in in order to appear in clauses (compare ‘Every soldier;

has a gun. *He; will shoot.”) (Baker 1995) or the lack of bare common NPs means that

158



there are no suitable complements for determiner quantifiers (Hale, Jelinek, and Willie
2003). Homeric Greek for the most part lacks quantifiers corresponding to every(one/
body/thing), no(one/body/thing), as well as other quantifiers that this theory predicts
will not occur, while Classical Greek develops them. This issue is explored in depth in

Chapters 3 and 4.

Pronominal argument structure extends to adpositions. In lexical argument languages,
adpositions, like nouns and verbs, are, in semantic terms, unsaturated predicates that
combine with lexical arguments and, in syntactic terms, heads that assign theta-roles
to lexical arguments. According to the pronominal argument theory, then, adpositions
should either not occur as independent words, or should, like other predicates and
heads, have their own pronominal arguments (Baker 1996:399-451; Faltz 2000).
According to Baker (1996:399-451), pronominal argument languages tend to have
adpositions that incorporate lexical arguments, or themselves incorporate into the verb
complex, or if independent have their own pronominal arguments that adjunct lexical

arguments can be coindexed with. In Navajo, these pronominal arguments are overt

(Faltz 2000):

(84) a. Joot bee  naashné (F00:43)
Ball 3=mst 1sg=play=1
‘I’m playing with the ball’
Such adpositions tend to have flexible positioning relative to the lexical nominals

assoclated with them, to the extent that they can be separated from them by other

material, and sometimes associate more closely with the verb than with those nominals

(85a) (Faltz 2000).

(85) a. Bada’dlta’i atchini bilagdanak’ehji yich’{ yadaatlti’ (F00:43)
pL=teacher children in-English 3=to 3=pL=speak=1
“The teachers speak to the children in English’
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One of the clearest differences between Homeric and Classical Greek, and one of the
main differences cited as part of the theory of apposition, is that Homeric Greek lacks
true prepositions while Classical Greek develops them. Horrocks (1981:90-163)
argues that the same elements that in Classical Greek become either prepositions
taking lexical nouns as complements or preverbs compounded with verbs, in Homer
form a single category of adverbial particles that sometimes function independently,
but more often have a dual prepositional and adverbial function, simultaneously
qualifying the case ending of an adverbial noun phrase and modifying the meaning of
the verb. In Homer, adverbial/adpositional particles have flexible positioning relative
to nouns and verbs they associate with, whereas in Classical Greek they directly
precede their nominal complements, or are inseparably prefixed to verbs (Horrocks

1981:143-48, etc.).

(86) a. Plotov & ano napmav 0OAfooet (Od. 2.49) (H80:100)

And will completely destroy my livelihood

b. Aovon &ro Ppérov aipatdevra (11. 14.7) (H80:100)
Washes away the bloody gore

c. vnuolv émt yhagupfiov Edavvépev (1. 5.327) (H80:107)
To drive them to the hollow ships

d. anédpacav eig¢ KAalopevag (Xen. Hell. 1.1.10) (H80:145)
Ran away to Klazomenas

e. £k Podov gi¢ ‘EAANonovrov eloémAet (Xen. Hell. 1.1.2) (H80:145)
Sailed from Rhodes into the Hellespont

In Homer, noun phrases can still function as adverbial phrases by virtue of their case
endings alone, whereas in Classical Greek adverbial noun phrases must be headed by

prepositions (Kithner-Gerth 1898-1904/1955:448-453; Horrocks 1981:144-145) (87a-
b repeated from 11a-b).

(87) a. mediov § agikovro (11. 24.329); kAwoiny MInANiddew d@ikovro
(11. 24.448)
Arrived at the plain; arrived at the tent of the son of Peleus
b. a@ikvodvrat éml TOVv Mdokav motapdv (Xen. Anab. 1.5.4)
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They arrived at the river Maskas

The situation reconstructed for Indo-European is about the same as what is found in
Homer, whereas the behavior of such particles in Mycenean is very similar to that
found in Classical Greek; this indicates that Homeric Greek is capable of preserving

very archaic syntax (Horrocks 1981:143-48).

Noun phrase reflexives and reciprocals generally do not occur in pronominal argument
languages; verbs with incorporated reflexive and reciprocal anaphors appear instead
(Baker 1996:49-53; Willie and Jelinek 2000). At least two different arguments can be
made about why this is the case. Baker (1996:49-53) argues that in Mohawk, the
absence of NP reflexives and reciprocals results from violation of binding rules: NP
reflexives and reciprocals cannot be adjuncts coindexed with pronominal arguments in
object position, because this would force coindexing between the subject and object
pronominal arguments, which in turn would violate the rule that pronominals must not
have c-commanding antecedents (in 88a, both pro; and pro, must be coindexed with

NPy, which implies that they are also coindexed with each other).

(88) a. [S[NP;Sak ][S [S [NP pro;[VP like pro,]]] [NP; himself]]] (B96:49)

Willie and Jelinek (2000) argue that 1t results from detransitivization of the verb as a
result of the incorporation of reflexive and reciprocal anaphors; verbs containing such
anaphors are overtly marked as intransitive, and would be incapable of assigning case
to any independent reflexives or reciprocals coindexed with the incorporated anaphors.
In this area, there is either no correspondence, or perhaps a weak correspondence, to
differences between Classical and Homeric Greek. Reflexive pronouns appear in many
early Indo-European languages and a reflexive pronoun, *se(-), *swe(-), 1s generally
reconstructed for Indo-European (Watkins 1998), though it has been suggested that
this may have originally been not a reflexive but a third-person pronoun (Sihler

1995:373-4). There are some wrinkles in the Homeric situation, however. In Homeric
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Greek, the descendant of *se(-), *swe(-), €€, is used as both a third-person pronoun
and a reflexive; first- and second-person pronouns are used as first- and second-person
reflexives; possessives related to €€ (8¢, £€6¢) and regular first- and second-person
possessive pronouns are also used both ways; €€ is sometimes reinforced by intensive
a0TOG, but this occurs in both reflexive and nonreflexive contexts, and a0tdg remains
syntactically independent from the pronouns (Bolling 1947; Chantraine 1953:153-58).
A similar situation exists in Old English, where the personal pronouns are used in both
reflexive and non-reflexive contexts; when -self'is added, it still has intensive meaning
(Traugott 1972:88). In Classical Greek, there is a contrast between a0t in its role as
a third-person pronoun (and certain forms of £¢) and the reflexive pronouns éuavtod,
oeavtod, éavtod. The reciprocal pronoun dGAAAwv appears in both Homeric and

Classical Greek.

In this section, we have seen that the pronominal argument theory predicts that
determiners, nonreferential quantifiers, and adpositions taking lexical arguments will
not occur in pronominal argument languages, either as a direct result of the rule that
predicates must be saturated before they can be syntactically realized, or as a result of
the necessity for adjunct lexical nominals to be capable of coreferring with definite
and referential pronominal arguments. There are strong correspondences between
these three predictions and differences between Homeric and Classical Greek. It was
also predicted, on somewhat different grounds, that NP reflexives and reciprocals will
not occur in pronominal argument languages, and there the correspondence to

differences between Homeric and Classical Greek did not hold up.

Clause combination

The pronominal argument theory also makes certain predictions about clause

combination. In lexical argument languages, finite subordinate clauses can be
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embedded in main clauses and act as modifiers of nominals (relative clauses, as in

89a) or arguments of verbal and nominal predicates (complement clauses, as in 89b).

(89) a. The cabbage that Alice chopped was red.
b. Nathalie saw that Alice had chopped the cabbage.

Relative clauses like the one in 89a are structures that turn whole clauses into
predicates (‘the property of having been chopped by Alice’) which can then combine
with nominal predicates (‘the property of being cabbage’) to form more complex
predicates (‘the property of being cabbage that has been chopped by Alice’); if
unsaturated nominal predicates (nominals that have not undergone definite closure)
cannot be syntactically realized, there will be nothing for such clauses to combine
with, and they should not appear (Faltz 2000). Along the same lines, since arguments
of heads must be morphologically realized as incorporated nominals or pronouns,
complement clauses should no more be able to occur in argument positions than

independent lexical nominals (Baker 1996:458-465).

This has three consequences for subordination in pronominal argument languages.
First, paratactic clause combining strategies are often used in place of subordination;
direct discourse may be used in place of indirect discourse, and conjunction may be
used in place of complementation (Mithun 1984; Baker 1996:458-60). Second, finite
subordinate clauses tend to be adjoined or to stand in relationships of apposition to
incorporated arguments (Baker 1996:461-9). In Navajo internally headed adjoined
relative clauses, the relative is predicated of its main clause argument via obligatory

coreference with the head of the relative (Hale, Jelinek, and Willie 2003):

(90) a. adaadaa’ yiyiiltsa;—néf; yidoots’os
yesterday  30bj-3Subj-saw-REL 30bj-3Subj-will kiss
“He; who saw her; yesterday, he; will kiss her;”
(HO03:16)
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Mohawk complement clauses appear to stand in apposition to incorporated nominals;
in 91a, the main clause verb contains an incorporated nominal riAw meaning ‘matter,
affair, fact’ (Baker 1996:461-4), so that 91a means something like ‘Sak approves the
fact (that) he is willing to wash the car’:

(91) a. Sak ro-rihw-a-nuhwé’-u a-ha-‘sere-ht-6hare-*

Sak MsO-matter-@-like-stat opT-MsS-car-Nom-wash-punc

‘Sak has agreed to wash the car’ (B96:462)
In many Australian languages, finite subordinate clauses of various types are adjoined,
and have systems of subordinate clauses that work along the lines of the following
system found in Warlpiri (Hale 1976). Warlpiri has adjoined finite relative clauses
(92a) and adverbial clauses of various types, including temporal, conditional,
counterfactual, causal and purpose clauses, which are introduced by overt
complementizers attached to the left edge of the subordinate-clause AUX cluster (Hale
1976). These clauses are positioned only at the left or right margin of the main clause,
not in the middle of it next to the modified NP; when the subordinate clause appears
on the left (92b), it is more clearly set off from the main clause by intonation than
when it appears on the right and an anaphoric element may optionally appear at the
beginning of the main clause (92b) (Hale 1976). The meaning of relative clauses is

ambiguous between an NP-relative and a temporal interpretation (92a-c) (Hale 1976).

(92) a. natjulu-lu ¢-na yankiri pantu-nu, kutja-lpa papa pa-nu

I-erg AUX emu spear-past, COMP-AUX water drink-past
‘I speared the emu which was/while it was drinking water’

b. yankiri-li kutja-Ipa napa npa-nu, natjulu-lu ¢-na pantu-nu
emu-erg comp-aux water drink-past I-erg AUX spear-past
“The emu which was drinking water, I speared it
While the emu was drinking water, I speared it’

c. yankiri-li kutja-lpa napa na-nu, nula @-na pantu-nu  natjulu-lu
‘The emu which was drinking water, that one I speared

While the emu was drinking water, then I speared it’
(H76:1-2)
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Third, abundant use is made of various nonfinite or nominalized verb forms (Simpson,
1991:106-111, 139-148; Baker 1996:465-469). In Warlpiri, these may either appear at
the margin of the main clause (93a) or, unlike subordinate clauses, may be embedded

in the main clause (93b) (Hale 1976).

(93) a. natjulu-lu ¢-na wawiri luwa-nu, panka-njtja-kura (H76)
I-erg aux  kangaroo shoot-past, run-infinitive-comp
‘I shot the kangaroo while it was running’
b. panka-njtja-kura  @-na wawiri luwa-nu natjulu-lu

run-infinitive-comp  Aux  kangaroo shoot-past I-erg
The correspondences between these predictions and differences between Classical and
Homeric Greek are strong. Finite subordinate clauses in Indo-European were adjoined
rather than embedded; adjoined correlative clauses occur in many early Indo-European
languages, and can be reconstructed for Indo-European (Kiparsky 1995). The three
most prominent peculiarities of subordination in Homeric Greek are: a) abundant
parataxis (cf. 1.1.2); b) heavier use of correlative structures, in which the subordinate
clause is adjoined to the main clause rather than embedded in it, for all types of
subordination including relatives, adverbials, and complements (cf. 1.1.2); and c) the
use of non-finite verb forms, particularly infinitives, in situations where Classical

Greek begins to use finite forms (cf. the final section of 2.1.3).
2.3 Conclusion

The aim of this chapter was to reframe both the orality and archaism theories by
relating them to the rather enormous backlog of relevant empirical data and theoretical
refinement that has built up in the discipline of linguistics since they were both
initially put forward. The aim of sections 2.1.3 and 2.2.2 was to identify what sort of
structural differences between Homeric and Classical Greek each theory predicts,
based on evidence about the syntactic structures typical of spoken registers as opposed

to written registers on the one hand and nonconfigurational as opposed to

165



configurational languages on the other. It was not possible to give more than a brief
and superficial evaluation of how well these predictions match up to the facts about
Homeric and Classical Greek; instead, the goal was to identify the overall range of
predictions made by each theory, to point out areas where each initially appears to be
correct or incorrect, and above all to compare the predictions to find out where they
are similar and where they differ significantly. It will have been immediately apparent
to the reader of sections 2.1.3 and 2.2.2 that there is significant overlap, at least in
broad general terms, between the predictions of the orality and archaism theories; but
there are also some differing predictions, which offer opportunities for comparative

evaluation.

The following is a summary of the orality theory predictions identified in section 2.1.3
in bulleted list format. Homeric Greek, viewed primarily as a spoken register defined

in opposition to written-register Classical Greek, should:

e Have a lower rate of occurrence of complex noun phrases relative to pronouns

e Have a lower rate of occurrence of features used to construct complex noun
phrases, such as attributive adjectives, prepositional phrases, and attributive
pre- and postmodifier participles

e As a highly inflected language, make more use of flexible word order for
indicating information structure and breaking up information into small
chunks that are easy to produce and process; this includes use of hyperbaton

e A wide variety of relative constructions show a special association with spoken
registers in various languages; among these are correlatives in Russian, though
the association is not at all consistent and they are a feature of written registers
as well in some languages, such as Bengali, Classical Greek, and Medieval
Russian; it may be that they are never a feature of written registers only

e Use, to some extent, coordination in place of adverbial subordination
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e Have a high rate of occurrence of finite complement clauses

e Have a low rate of occurrence of nonfinite verb forms such as infinitives and

participles

The following is a corresponding summary of the predictions identified in 2.2.2 for
Homeric Greek viewed primarily as a language that is closer to the nonconfigurational
end of the configurationality spectrum than Classical Greek, with
nonconfigurationality defined primarily in terms of the pronominal argument theory;
the following properties are predicted to occur in pronominal argument languages,
which Homeric Greek is almost certainly not; they represent the extreme that it is

hypothesized to approach more closely than Classical Greek:

* So-called free word order, consisting of

e Discourse configurational word order and

e Lack of a hierarchical verb phrase admitting lexical arguments

e Null anaphora (omission of subject and object pronouns)

e Discontinuous constituents (hyperbaton)

e Lack of a definite article

e Lack of nonreferential and/or strong determiner quantifiers

o Lack of lexical-argument-taking prepositions

¢ Lack of noun phrase reflexives and reciprocals

e Lack of embedded relative and complement clauses; in their place

e Parataxis as an alternative to subordination

¢ Adjoined finite relative and other subordinate clauses (this includes
correlatives)

e Nonfinite subordination as an alternative to finite subordination
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The area where these predictions differ most sharply is in the predictions made by the
archaism theory but not the orality theory that, in so far as Homeric Greek preserves
(highly) archaic pronominal argument syntax, it will lack a definite article,
prepositional phrases, nonreferential quantifiers, and noun phrase reflexives and
reciprocals, and that in so far as Classical Greek has gone further in discarding
pronominal argument syntax, it will develop those features. Three of these predictions
are correct; that is well-established for the definite article (Chantraine 1953:158-166)
and for prepositional phrases (Horrocks 1981:143-148 etc.), but has not previously
been established for quantifiers, which are the subject of Chapters 3 and 4.
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3 HownmEeric anNp CrasSICAL GREEK QUANTIFIERS

In this chapter and the next, I present evidence from comparison of Homeric and
Classical Greek mechanisms for the expression of quantification that supports the
archaism theory of Homeric syntax. Homeric Greek has the kind of quantifier
inventory and quantifier syntax typically found in pronominal argument languages,
while Classical Greek develops structures that are typical of discourse configurational
and configurational languages. This chapter is data-focused: I discuss, in turn,
universal, negative, existential and partitive, and vague count and mass quantifiers in
Homeric Greek and a sample of Classical Greek. In each section, I deal first with
Classical Greek, to set up a basis against which to contrast Homeric Greek. Analysis
of Homeric and Classical Greek quantifier semantics and syntax and their relation to
syntactic typology follows in Chapter 4. Unless otherwise noted, generalizations for
Classical Greek are based on a sample consisting of Xenophon’s Anabasis and
Cyropaedia, Plato’s Republic, Thucydides’ History, and the speeches of Demosthenes;
for Homer on the complete text of the //iad and Odyssey; and for Herodotus on the

complete text of the Histories.
3.1 Universal quantifiers in Classical Greek

In both Homeric and Classical Greek, quantifiers have the morphological properties of
adjectives, and share some of their syntactic behavior. Like other Greek adjectives,
they inflect for case, number and gender, and may either modify a noun (1a and c) or

stand on their own like pronouns (1b and d).

(1) a mdom at moAeig £koboot Kbpov eihovto (Xen. An. 1.9.9)
All the cities willingly chose Cyrus
b. o0deic £T1 Nuiv paxetal (Xen. An. 2.1.4)
Nobody is fighting against us anymore
c. moAAoUg & dvdpag Emepvev £v aivf] dniothtt (Od. 11.516; 22.229)

169



And he killed many men in dread combat

d. viieg & 0dov dugiéhcoat / elpdatar maotv yap éniotidv éotiv
gkdotw (Od. 6.265)
And double-turning ships are drawn up along the road; since for all of
them there is a slip, for each one

The universal quantifiers in Classical Greek are na¢ and ékaotoc. © & is more
common than €kaotog and has a wider range of meaning. 1 will be distinguishing three
different types of quantificational meaning handled by nég. First is what [ will call

nag-whole, which predicates various kinds of totality of singular and plural entities

and abstracts (2a-c).

(2) a. avaraPwv v ndcav oTPATIAV EXWPEL TPOC TAG EMMOALS

(Thuc.7.43.2)
Taking the whole army, he set out for Epipolae

b. tovtwv d¢ katexopévwy ovd Av ol mdvteg avOpwrot Svvarvt av
d1eA0eiv (Xen. An. 5.6.7)
With those (positions) occupied, all mankind couldn’t get through it

c. Pondricelv mavti obéver (Xen. Cyr. 8.5.25)
To help with all (your) strength

Second, ndg can be a kind or free-choice distributive, or a free-choice kind

distributive, like English every kind of, free-choice any, or any kind of (3a-b). ' It can

be difficult to tell for sure exactly which of these is meant 1n a given context.

(3) a. mdoag npo@aocelg npo@aci(ecOE (Pl. Resp. 475al)
You make all kinds of excuses
b. mdvta oivov émi mdong npodoewc donalouévoug (PL. Resp. 475a6)
Welcoming any kind of wine on any pretext

% NMéc has some (less common) strengthened forms, such as Gnag (intensive) cvumag (collective) and
ovvamnag (collective intensive). Homer also has npdmnag. Most of the generalizations made here about
ndg have also been checked out for dnag.

¢! There is no generally agreed-upon definition of the term ‘free-choice quantifier’. What the term refers
to are items like the English any that appears in sentences like ‘Anyone could do that’ (as distinct from
polarity sensitive any, which appears in negative and other related contexts: ‘1 didn’t see any deer
today’). There is debate about whether free-choice items are best analyzed as basically universal (Dayal
2004} or basically indefinite (Giannakidou 2001).
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Third, nag has two types of universal quantifier meaning. It can be a plural universal,
like English al/ (4a) (which is often ambiguous between a collective and a distributive

reading), or a singular universal distributive, like English every (4b).

(4) a. mavteg yap ol t@V dpiotwyv Mepo®v maideg émt taig PaotAéwg BVpaig
raidevovral (Xen. An. 1.9.3)
All the noblest Persians’ children are educated at the King’s court
b. mdg yap dokoc 80 avdpac £€e1 To0 un katadbval (Xen. An. 3.5.12)
Every hide will keep two men from sinking

“Exaotog is always distributive (5a-b).

(5) a. €@ €kdotng d¢ tiig mpodpoufic mAéov 1 déka aualat tetp®OV
avnAiokovro. (Xen. An. 4.7.10)
With each sally, more than ten cartloads of stones were squandered
b. 1d¢iv, wg €xaotal ai Puxal npodvro tovg Piovg (Pl. Resp. 619¢6)
to see how the souls (each) chose their lives
If €kaotog and singular ndg can both be universal distributive, what is the difference
between them? It’s very similar to the difference between English each and every.
This is partly a matter of shade of meaning: every is universal distributive with the
emphasis on the universal, and eac# is universal distributive with the emphasis on the
distributive (Oxford English Dictionary, 1989). In the following examples with other

universal or distributive elements in the predicates, the alternative, mismatched

quantifier is possible but slightly less appropriate (6a-b):

(6) a. Anna hasread every (each?) essay Orwell ever wrote.
b. Each (every?) Beatle has a different hairstyle.
Beyond that, English each is more strongly partitive than every or all, and therefore
requires the presence of either an explicit partitive or some sort of set already
established in the discourse which limits its domain; in (6) above, for example, the

restriction ‘essay written by Orwell’ does not evoke any well-known definite set,
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whereas the restriction ‘Beatle’ does. Related to the more tied-down nature of each
and £€kaotoq is their relative unacceptability compared with every and all in most

proverbial contexts (7a-b):

(7) a. mdv yap epmetov Anynt véuetal (Heracl. Frag. 55)
Every beast is driven to pasture with blows
b. mavrwv xpnudtwv pétpov gotiv AvOpwrog (Protag. Frag. 1)
Man is the measure of all things
If you replace the non-anaphoric quantifier with the anaphoric one, the most natural

reading is specific; you have to imagine some set, to each member of which the

predicate applies (8a-b).

(8) a. 7¢kactov yap EpmeTOV MANYAL VEPETaL
?7Each beast is driven to pasture with blows
b. 7ékdaotwv Xpnudtwyv pétpov €otiv AvOpwnog
?Man is the measure of each thing

That set does not have to be specific, though. Each is fine in generalizing statements if

it is tied to a partitive (9a-b):

(9) a. All happy families are alike; every unhappy family is unhappy in its
own way.
b. Furthermore, each member of an unhappy family is unhappy in his
own way.
In the sections that follow it will become apparent that these various types of universal
quantifier meaning are sometimes associated with different types of syntactic
behavior. One recurrent pattern is that the singular quantifiers tend to behave
differently than the plurals; another is that the kind-distributive/free choice singulars
behave differently than the simple distributive singulars. I will primarily focus on the

universal and distributive meanings of nd¢, and usually leave aside the meaning wag-

whole. The diachronic relationship of ndc-whole with the universal and distributive
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meanings of nd¢ will be discussed in more detail in the section on universal

quantification in Homer.

3.1.1 In the phrase

In this section I present evidence that in Classical Greek, plural ndg and €xactog form
configurational quantifier phrases (QPs), while singular nd¢ and €kactog may even
form quantificational determiner phrases (DPs). The first kind of evidence comes from
position in the nominal complex. Plurals and singulars behave differently. Plural nag
and €xaotog are usually contiguous with noun phrases they quantify over, but in a DP-
external position, unlike attributive adjectives, which appear in a DP-internal position.
Singular distributive nd¢ and sometimes €kaotog are in complementary distribution
with the determiner. The second kind of evidence concerns discontinuity of quantifier
and restriction (with quantifiers, this can be called ‘floating” — in the sentence “The
children have all been given a balloon’, a// is floated). Again, plurals and singulars
behave differently. Plural nd¢ and £€kactog can float, but they are less often floated
than not. Singular distributive nd¢ and €kaotog are almost never floated. And finally, I
discuss quantifier-noun order in continuous phrases; in Classical Greek, all types of

universal quantifier are more often pre- than post-nominal.

Definiteness and relationship with the determiner

In definite noun phrases in Classical Greek, attributive adjectives must be directly
preceded by the determiner 0 (10a). If they are not preceded by a determiner, they are

interpreted as predicates (10b).

(10) a. 1 xaAn moAig; i mOALS 1) KaAn; TOALG 1] KaAN
The beautiful city
b. KaAn 1) TOALG; 1) TOAIG KAAR
The city is beautiful
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The universal quantifier, however, occurs outside the determiner phrase, in what

would be predicate position for an adjective (11a-b). %

(11) a. mdoot at woA£1g (and see 4a above)
All the cities
b. €kdotn 1 mOALG (and see Sa-b above)

Each city
This difference in the distribution of adjectives and quantifiers suggests that they
occupy distinct structural positions with respect to the noun phrase. Since attributive
adjectives in definite noun phrases must always follow the determiner, they probably
form phrases which can be taken as complements by determiners. Quantifiers,
however, appear to be DP-external, possibly forming QPs that take DP complements

(12a-b):

(12) a. [op maoat [pe ai mOAIC]]
b. [or €kdotn [pe N TOALG]]
Singular distributive nd¢ does not co-occur with the determiner when it quantifies over
definites.” “Exaotog sometimes does (see 5a-b above), but it can also appear alone,

still with a definite interpretation (13a-b).

(13) a. mdoa oG, *ndoa 1) oA/ ndca TOALG
every city
b. éxaotn moAg
each city

82 MIac-whole, in contrast, can appear in either position, as can its synonym SAoc. It is suggested in the
grammars (Smyth 1956:296) that the two positions are associated with different meanings.

i) a katekavdn ndou 1) 1OALC (Xen. An. 5.2.27)
All the city was burned down
b. N nioo TOALG
The city in its entirety
c.  OAnnnpépa; N 8An npépa
The whole day

 Except with participles, which may have a different structure.
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The appearance of the two singular distributive quantifiers in complementary
distribution with the determiner suggests that they may themselves (sometimes)

belong to the category D, rather than Q (14a-b):

(14) a. [ppmdoa [NTOAIG]]
b. [ppExaotn [nmoAic]]

Quantifier order

Since the quantifier is DP-external, for those quantifiers that can co-occur with the
determiner (€kaotog and plural ndg), there are four possible configurations for a
continuous quantified phrase: Q[DP], [DP]Q; N[Q], Q[N] (15a-d).* In the Classical
Greek sample, the configurations in which the quantifier precedes the DP are more
common than those in which it follows the DP: Q[DP] occurs more often than [DP]Q,
and Q[N] occurs more often than N[Q] (see Tables 1 and 2 in 3.4 below).®

(15) a. avtog & Euevev dvaywploag aravtag Tovg neAtaoctds (Xen. An.

5.2.10)
He himself remained, having held back all the peltasts

b. mpog nacac pabnoeic (Pl. Resp. 527¢6)
For all disciplines

c. Ayev £kaotog 6 oTpatnydS ToV adtod Adxov Eml kwunv (Xen. An.
6.3.2)
Each general led his own company against a village

d. €&i16vteg & Exdotng Nuépag ovv toig oduylolg (Xen. An. 6.6.1)
Going out each day with their pack animals

For distributive nd¢ singular, which does not co-occur with the determiner, the
possibilities are limited to Q[N] and [N]Q. All instances in the sample are Q[N] (16a),

with one pair of exceptions involving contrastive topics in a conjunction (16b).%

% The configurations DQN and (very occasionally) NDQ are also found, but they involve ndg-whole,
which 1 am leaving aside for the most part.

% In unconjoined contiguous phrases with lexical restriction and no other modifiers.

% 1t is noted in Kithner-Gerth (1898-1904/1955:631) that article-replacing singular ndc is rarely
postnominal.
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(16) a. OUkoDv o0ic® 811 &pxt) mavtdg Epyou uéytotov (PL. Resp. 377a12)
Don’t you think the beginning is the greatest part of every labor?
b. oUv 8¢ ow@poovvr kal @idog mag xpriotuog kai Oepdnwyv mdg ayabog
(Xen. Cyr. 3.1.17)
But with moderation, every friend is useful and every servant good.
For all universal quantifiers in Classical Greek, QN order is more common than NQ

order.

Discontinuity

As we have already seen, adjectives in Classical Greek can be discontinuous from
nouns they modify; the most important form of modifier-noun discontinuity encodes

strong focus (Devine and Stephens 2000:33-87).

(17) a. mpaypatevdpevdg te 00dE VOV mw mémauuat & Tt dvvauat dyadov
Oulv, totatny €xete yvounv nepi éuod (Xen. 4n. 7.6.35-6)
I who have even now not stopped trying to do what good I can for
you, you have that kind of opinion of me
b. i uéyag urkpov £xwv X1t@va moida pikpov uéyav €xovia xit@va
£kdV0aG abTOV TOV uev £autol ékeivov Ruegicoe (Xen. Cyr. 1.3.17)
A big boy who had a small tunic stripped a small boy who had a big
tunic and put his own tunic on him
In English, quantifiers can float but adjectives cannot. It is common for languages
which do not allow adjective-noun discontinuity to allow quantifier floating, but the
reverse 1S not true; some sort of implicational universal is probably at work (compare
the different rules for head-marking and dependent-marking nonconfigurational
languages described in section 2.2). It is not surprising then that a language like
Classical Greek, which allows ‘floated’ adjectives, also allows floated quantifiers.
Nevertheless, though floated quantifiers do regularly occur, they are still less common

than quantifiers in continuous phrases: the rate of discontinuity is around 25% (of 263

instances).®’ Rates of discontinuity are different for plural and singular quantifiers;

7 &g plural in Plato Republic, Thucydides, Xenophon Anabasis, and Demosthenes 19-24.
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plurals float much more easily than singulars. It is a bit difficult to tell because of
small sample size with singular ndg, but floatability may also differ according to type
of quantificational meaning, with kind-distributive singular nég floating more easily
than simple distributive singular nd¢ or €kaoctoc. Overall, plural ndg is most liable to

be discontinuous (18a), followed at a distance by plural €kactog (18b).

(18) a. xalkpavyfi¢ yevougvrg ei¢ ta SmAa mavreg £dpauov ol “EAANveg
(Xen. An. 6.4.27)
There was shouting, and all the Greeks ran to their weapons
b. énedn xwpic Exaota difpnral Ta tii¢ Yuxic €idn (P1. Resp. 595a7)
Since each of the parts of the soul has been separately distinguished
There 1s one instance in the sample of discontinuous kind-distributive singular nag

(19a).%®

(19) a. nyap xata uikpov napdAAaic mdoav noiel YOOIV UTOYEPELV TAG
petaPoAdg (Xen. Cyr. 6.2.29)
Gradual alteration makes every nature capable of tolerating changes.

There are no instances of discontinuous universal distributive singular nd¢ or £€kactog.

3.1.2 In the clause

In this section I look at two aspects of how universally quantified phrases relate to
other elements in the clause. First, quantified subject phrases in Classical Greek
usually agree in number with their verbs. Verbal number agreement with quantified
subjects is not very interesting on its own, but it has to be documented here so that it

can later be contrasted with the Homeric situation, in which singular quantified subject

% There is also one example in which kind-distributive ag is separated from its restriction by a
reporting clause.

) a Mavtdg, Av § &y, onépuatog népt §| putod, ite Eyyelwy eite TV {Hwv (PL.
Resp. 491d1)
Concerning every, I said, kind of seed or growth, either of vegetables or of
animals
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phrases with €xaotog usually appear with plural verbs. Second, though the most
common location for the direct object in a Classical Greek sentence is directly
preverbal focus position, QN-order universally quantified object phrases almost never

appear there. In this case, there is no contrast; the same is true for Homeric Greek.

Verbal number agreement

In the Classical Greek sample, subject quantifier phrases with nd¢ always agree in
number with their verb (see examples 4a and 18a above). This is also usually the case
for subject €kaotoc (20a), but singular €kaotog occasionally appears with a plural verb

(20b) (the ratio is about 88% singular to 12% plural agreement with singular £kaotog).
g

(20) a. «aiol pev meAtaotal kai ol YPihoi £odpaudvreg fjprnalov 6 T1 €kaoTog
£d0vato (Xen An. 5.2.16.2)
And the peltasts and the light infantry, running in, snatched whatever
each one was able to.
b. téwc pév avtoug avaPaivovrag Sny £d0vavto £kaotoc ol BapPapor
¢t6€evov kai €Barrov (Xen. An. 4.2.12)
While they were climbing up by whatever route they were able, each
one (of them), the natives shot arrows and threw rocks at them.
One way of analyzing the structure of these two sentences would be as follows. In 20a,
the subject of the verb is filled by a variable that is bound by the quantifier — the
meaning would be something like ‘for each x, x snatched what he could’. In 20b, the
subject of the verb is a definite pronoun that serves as the antecedent for a null definite
partitive in the quantifier phrase — ‘wherever they were able, each of them’. In
Homer, €kactoc appears more often with plural verbs than with singular ones. If the
analysis just given is correct, Classical Greek is preferring a structure that is based on

variable binding, while Homeric Greek is preferring a structure that is based on

coreference between definite pronouns.
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Object position

In Classical Greek, probably the most common location for the direct object is focus
position, directly preceding the verb. In the sample, pronominal or null-complement

quantifier objects regularly appear in this position (21a).

(21) a. Quvi évruyxdvoiev “EAANvI fj SoVAw f éAev0épw TdvTag Extevov.
(Xen. An. 2.5.33)
Whoever they encountered who was Greek, slave or free, they killed
them all

Q(D)N-order quantifiers occur more rarely in preverbal object position (22a-b).

(22) a. elg d¢ v Buolav TadTNV KAl THV TAVIYUPLY TAVTAG TOUG TEXVITAG
cuvnyayev (Dem. 19 192.6)
And to the sacrifices and the festival he invited all sorts of craftsmen
b. ap&apevog and tdv Bupwp®dv avtag Tovg nepl TO £aUTOD oOUA
Bepamnevtipag énotnoato evvovxoug (Xen. Cyr. 7.5.65)
Starting with the doorkeepers, he made all of his personal attendants
eunuchs
More commonly found in preverbal focus position are (D)NQ-order phrases (23a),
which share an important property with examples in which the quantifier is
discontinuous from a noun that directly follows the verb (23b). In both of these
configurations, the quantifier itself is probably standing alone in either a local or
clausal focus position, and it appears right next to the verb. In 23a, the DP toug
avdpag is a local topic, which accomplishes a shift from talking about ships to talking
about men. The quantifier is more closely associated with the verb, and together with
it answers the question ‘what did they do to the men?” — ‘they killed them all’. In

23b, the quantifier is again closely associated with the verb, but in this case the highly

predictable noun is a tail rather than a topic.

(23) a. dvolv d¢ deovoug eikootv ol Zupakbotol kal ol Evppaxot EAafov
aOT®V Kal Tovg &vdpag mavtag dnéktewvav. (Thue. 7.53.3)
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The Syracusans and their allies took eighteen of them and killed all
the men.
b. kal navrtag weeAnoeiev avBpwmnoug kowvny (Dem. 19 259)

And would be a benefit to all men in common
So, it is not impossible for QN-order quantified phrases to occur in preverbal focus
position, but it is more common for the quantifier to appear there on its own, whether
or not it has a restriction. Even in a highly configurational language like English, the
universal quantifiers all and each (but not the determiner quantifier every) are
floatable, so it is not too surprising that Homeric and Classical Greek agree on this

point.

3.1.3 Summary

Classical Greek has two universal quantifiers, na¢ and £€kaotog, that have
quantificational meaning in both plural and singular form. In their plural form, they
form quantifier phrases in which the quantifier takes a DP complement (rtdvteg ot
oTPATINTAL, £KA0TOL 01 oTpatiwtatl). In their singular form, they can (or must, in the
case of ma¢) replace the determiner when quantifiying over definites (¢ otpatiwng,
£KaoTOC 0TPATIWTNG), which may indicate that they are functioning as determiner
quantifiers. The typical quantifier phrase has QN order and is continuous. Subject
quantifier phrases agree in number with their verbs. QN-order continuous quantified

object phrases only rarely appear in object position.
3.2 Universal quantifiers in Homeric Greek

The universal quantifier inventory of Homeric Greek differs from that of Classical
Greek. In Homer, as in Classical Greek, the most important universal quantifiers are
na¢ and £kaotog, but for Homer, ntdc in the singular is basically limited to its
adjectival meaning of ‘whole’ (24a), and regularly functions as a universal quantifier

only in the plural (24b).
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24) a.

nav & €€npavon mediov (11 21.345)

The whole plain was dried up
KEXAPOVTO 8¢ avteg Axatol (Od. 4.344)
All the Achaeans were delighted

Singular distributive universal nd¢ occurs only twice in the Homeric corpus (25a-b);

one of these two

examples is in apposition to a plural pronoun and participle, and

occurs in the context of a simile (25b).

(25) a.

1} yap kev Se1hég Te kai 00TI8avOC kakeoiuny / i 81 ool mav Epyov
vnei€ouat i kev einne (11. 1.294)

For indeed I could be called a coward and a good-for-nothing if [
yield to you in every action, whatever you may say.

o1 & &Akipov fiTop Exovrec / mpdoow MaC TéTeTan Kai dudvel oiot
tékeoot (1. 16.265)

But they, having stout heart, every one rushes forth and protects his
children

There are nine instances of singular ndg that are of the free-choice or kind-distributive

type (26a-b).

(26) a.

b.

ApxéNoxdc T Axduag te udyng 0 €id6te mdong (11 2.823)
Archelochos and Akamas, well versed in every kind of warfare
naoav e 100v (1. 6.79, Od 4.434)

For every kind of undertaking

Crosslinguistic parallels provide support for analyzing the virtual absence of singular

universal distributive é¢ in Homer in terms of diachronic change.® Adjectives

meaning ‘whole’ are a common diachronic source of universal quantifiers meaning

‘all’; in the Rom

ance family, for example, there are several universal quantifiers

descended from Latin fotus, which can only mean ‘whole’, and 6Aog, which can only

% There are various

accounts of the etymology of nd¢. Brugmann (1894) links it to a Sanskrit participle

*kuati ‘is swollen, is full’. Frisk (1960-72:477) comments that dnag is possibly identical to Sanskrit
*sasvant ‘always repeating itself, uninterrupted, complete, all one after another, every’ (which based on
that collection of meanings could itself have already undergone this process); Brugmann explicitly

rejects that account.
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mean ‘whole’ in Ancient Greek, can be used as a universal quantifier in Modern
Greek; there are parallel cases from Sanskrit, Gothic and German (Brugmann 1894).
The generalization of meaning may be an example of grammaticalization via
conceptual metonymic inferencing in a specific context (Hopper and Traugott
1993:80-87; Haspelmath 1995). In this case the enabling context could be the use of
adjectives meaning ‘whole’ with group nouns: with a group noun, the meaning of a
totality-predicating adjective could easily become ambiguous between a collective
reading and a distributive one indicating that all the members of the group are
involved (Brugmann 1894; Haspelmath 1995). If the whole group of Achaeans
retreated, probably all the individual Achacans did too.

Parallels for the apparent development of a quantifier meaning ‘every’ from a
quantifier meaning ‘all’ come from not only Indo-European languages (Brugmann
1894) but also from Hebrew and Arabic, where (just as in Classical Greek) a quantifier
meaning ‘whole/all’ means ‘every’ when used with a singular noun and no determiner;

Portuguese fodo, derived from Latin fotus, illustrates both patterns (27a-b):

(27) a. todas as casas (H95:378)
All the houses
b. toda casa

Every house
It is also interesting to note, since there are more examples in Homer of kind-
distributive or free-choice singular nd¢ than of the universal distributive type, that
free-choice quantifiers are a common diachronic source of quantifiers meaning
‘every’; (Haspelmath 1995). It looks as though, in Homeric Greek, the adjective ndg
has traveled only the first part of this trajectory: it has already acquired a more abstract
quantificational meaning, ‘all’, in the plural, but has not yet been extended to mean

‘every’ in the singular.
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3.2.1 In the phrase

Homeric Greek does not have a determiner that marks definiteness, like Classical
Greek 0. That means it is more difficult to tell what the structure of universal
quantifier phrases is in Homer, because with no determiner, quantifiers cannot be
obviously distinguished from attributive adjectives by being DP-external rather than
DP-internal, or by standing in complementary distribution with the determiner. Their
ability to appear in enjambement, however, may indicate that they are less tightly
integrated with their nouns than restrictive adjectives are. The relative order of
quantifier and noun differs in Homer for ndg and £xaotog. QN order is more common
for mac, but by a smaller margin than it was in Classical Greek (68% versus 77%). For
£xaotog, which was also usually QN in Classical Greek, NQ is more common in
Homer. A comparison of QN and NQ order quantifier phrases reveals that the order
seems to have a lot to do with the pragmatic status of the quantifier and noun relative
to one another. The rate of discontinuity between quantifier and restriction is higher in
Homer than it was in Classical Greek; in Homer almost half of the quantifiers that
have lexical restrictions are discontinuous from them, whereas in Classical Greek the
rate of discontinuity was about 20%. Interestingly, one of the differences between
singular and plural universals that was found in Classical Greek also holds up in
Homer, for those singular universals that occur. In Classical Greek, the singular
universals were never or almost never discontinuous from their singular restrictions.
The same is true in Homer. Simple distributive ¢ singular with a singular restriction
occurs only once in Homer, as a continuous phrase. Singular £€kactoc, when it has a
singular restriction, is always continuous with it (though it frequently appears with

plural nouns, and 1is discontinuous from them).
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Definiteness and relationship with the determiner

As we have already seen, Homeric Greek, unlike Classical Greek, has no real
definiteness-marking determiner, and the element that becomes a determiner in
Classical Greek, 0, is still a demonstrative in Homeric Greek. In the first hundred lines
of the Ihad, for instance, the priest Chryses is introduced as “that Chryses”, Tov
Xptonv (I1. 1.11), and thereafter referred to as Xpvonv (1.100, 390 etc.), which is the
exact opposite of what would be expected for a definite determiner and of what
actually occurs in Classical Greek, where new characters are introduced without a
determiner but get one in subsequent references, as for instance in Thuc. 1.126 where
Cylon is introduced as KOAwv and thereafter referred to as 1@ KOAwwt and so forth.

Bare nouns in Homeric Greek can be definite or indefinite (28a):

(28) a. A&AN évex’ apnriipog, v Ntiunc’ Ayauépvwy / 00d’ dréAvoe BVyatpa
Kal oUK anedé€at’ dnowva, / Tobvek’ &p’ dAye’ Edwkev eknPorog
(I1. 1.94-6)
But on account of the priest, whom Agamemnon dishonored, and did
not release his daughter, and did not accept the/a ransom, on account
of this the far-shooter afflicted us with miseries
In Classical Greek, the position of quantifiers relative to the determiner distinguishes
them from ordinary adjectives (29a-b), and the singular universal distributive
quantifier nag is in complementary distribution with the definite determiner. In
Homeric Greek, it i1s more difficult to determine whether the relationship between a
universal quantifier and its restriction is structurally different from the relationship

between an ordinary adjective and the noun it modifies, because a quantifier-noun

string looks just like an adjective-noun string (29¢-d).

(29) a. mavteg ol AvOpwot; ol tavteg AvOpwol; Tavteg AvBpwol
All the people; the whole of the people; all people
b. ol kalol GvBpwmnor; kadol &vBpwrnol
The beautiful people; beautiful people
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c. mavteg meAékeeg (cf. 11. 23.851)
All the axes / all axes / the whole axes / whole axes
d. koMol meAékeeg
The beautiful axes/ beautiful axes
Some evidence for a syntactic distinction in Homeric Greek between quantifiers and
ordinary adjectives comes from a difference in their acceptability in enjambement
(Devine and Stephens 2000:197-202, using data from La Roche 1867 and Edwards
1966). Ordinary prenominal restrictive adjectives cannot be separated from their nouns
by line end unless they are focused, but prenominal quantifiers, demonstratives,
pronominal adjectives, location adjectives (the modifiers that appear in predicate

position in Classical Greek) and a few other things can (30a-c):

(30) a. o¢ péya navtwyv / Apyeiwv fivaocoe (11. 10.32-3)
Who ruled all the Argives with great strength
b. kéxAeto & &AAoug / Tphag pevyéuevar (1. 16.657-8)
And he commanded the other Trojans to flee
c. 010V0¢ NV év éxelvy / dnuw dvétAnuev (Od. 3.103) (D00:198)
Of the misery that we endured in that country
Classical Greek makes a syntactic distinction between quantifiers and demonstratives
on the one hand and ordinary adjectives on the other by placing them in distinct
structural positions within the nominal complex. In Homeric Greek, a quantifier
phrase would look just like an adjective phrase, but the evidence from enjambement

suggests that quantifiers and demonstratives, even when directly prenominal, are less

tightly integrated with their nouns than unfocused ordinary restrictive adjectives are.

Quantifier order

In the absence of a determiner, there are two possible configurations for a contiguous
quantifier phrase in Homeric Greek, Q[N] and [N]Q. It turns out that there 1s a
difference between ndg and €xaotog in this respect. For ndg plural, QN is more

common than NQ, but by a lower margin in Homer than in Classical Greek: 68% of
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examples are QN in Homer, while 77% are QN in Classical Greek. ”’ For £kaotog
however, Homer has more NQ than QN (31a-c), while Classical Greek had the
reverse: QN examples are 25% of the total in Homer, versus 58% in the Classical
Greek sample. The one instance of adnominal simple distributive ntdg singular has QN

order (25a above), as did almost all such phrases in the Classical Greek sample.

(31) a. &vBa Srayvdvar xaherG Nv &vdpa Ekactov (11. 7.424)
There it was difficult to recognize each man
b. é&yepe 8¢ pdta Exaotov (1. 17.552)
And woke up each man
c. tolow £kaotog avip onuatvétw oloi mep &pyet (11. 2.805)
To them let each man give sign, just those he commands.
The preference for NQ order with €kactog carries through in the only two instances
where the same lexical item in the same case occurs in both orders, the pairs Exaxotov
o®T (Od. 9.431) and pdta €kactov (11. 2.164, 2.180, 17.552; Od. 17.365), and pwrti
gxaotw (11. 13.230, 20.353; Od. 14.514) and £ékdotw @wti (Od. 2.384). It is worth
noting in this context that singular €xaotog appears in this kind of configuration,
contiguous with a lexical restriction with which it agrees, with only five different

lexical items. Of the 28 examples, 24 are with either &vrip or @W¢, which are

semantically very light.

For né¢ plural in the Iliad, pre-nominal quantifier order is twice as common as post-
nominal order; the ratio is QN (47) to NQ (22).”" All but four of the NQ examples are
neuter nominative or accusative, and about half of the QN examples are masculine
nominative or accusative (with only two neuter nominative/accusative). Many neuter
plural nouns have a dactylic metrical shape, which combines with postposed but not

preposed trochaic mévta. Does this mean that the order is just a matter of meter?

" In unconjoined contiguous phrases with lexical restriction and no other modifiers.
' In unconjoined contiguous phrases with lexical restriction and no other modifiers.
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Meter is certainly playing a role, but there is more going on than that. First, the
masculine nominative or accusative half (26) of the 47 QN examples are accounted for
by five formulas involving three lexical items: navteg Axatol (5), mdvrag Axaioog (5),
ndvteg dprotol (2), mdvrag dpiotoug (9) and ndot Ocoioi(v) (5). This has pragmatic
consequences. These entities, the Achaeans, the best of the Achaeans, and the gods,
are highly familiar in the Homeric context. They are prime candidates for tail status. A
tail noun that constitutes the restriction of a quantifier is likely to form a
configurational QN phrase with it; the quantifier will then be focused with respect to
the noun at the phrase level, and the whole phrase will be treated as a unit at the clause
level. In 32a, the important thing is not that the Achaeans see the gifts, but that all the

Achaeans see the gifts; in 32b, there is contrastive focus on both navtag and ‘Atpeida.

(32) a. ta d¢ ddpa dva avdpdV Ayapéuvwy / oloétw £ uéoonv ayopny,
tva avteg Axaiol / dpBaApoioty dwoat, ov 8¢ @peot ofjorv iavOr¢ (11
19.173)
Those gifts, let Agamemnon lord of men carry them into the middle
of the assembly, so all the Achaeans can see them with their eyes, and
you be delighted in your heart

b. xai Alooeto navrag Axaiovg, / Atpeida 8¢ uaiiota dvw (1. 1.15)

And he supplicated all the Achaeans, but especially the two Atreides

Neuters, in contrast, tend to be passive or existential subjects, or as objects tend to
occur in list-type contexts. In 33a, £EAkea is topic with respect to the quantifier in

preverbal focus position: ‘the blood has been washed off, and the wounds are all

closed’. In 33b, the noun is again topic with respect to the quantifier.

(33) a. mepi & aipa vévinral, / 008¢ mob1 piapdc: oOv 8 EAkea mdvra
péuvkev (I1. 24.419-21)
The blood has been washed off, and there is no defilement; and the
wounds are all closed
b. @Uoag pév p’ andavevde tibet mupde, OmAd te avta / Adpvak’ ¢
apyvpenv cuAé€ato (1. 18.412-3)
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The bellows he set away from the fire, and all the tools he collected
in a silver chest

The few examples where the pattern is reversed, and a quantifier directly follows a

masculine noun or precedes a neuter one, show the same relationship between word

order and pragmatics. In 34a, the Myrmidons are a contrastive topic; their reaction to

the armor of Hephaestus is being contrasted with that of Achilles. The quantifier

navrtag has normal weak focus together with the verb. In 34b, the noun is extremely

predictable in context, since it is the category that all the items in the preceding list

belong to, while the quantifier is strongly focused in relation to it: “when he had

wrought all the gear’ (contrast this with 34b, where comparable emphasis on the

quantifier with respect to the noun would be out of place; also, note that 34b would not

work if rephrased as ‘when as for the gear, he had wrought it all”).
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(34) a.

b.

Mupuiddvag & dpa tavrag EAe TpoUog, 00E TIG ETAN AvTnv
elo1déerv, AN Erpecav. abTap AxIAAEDC 66 €18, (¢ urv udAov £86v
X6Aog (11 19.14-16)

Trembling took hold of all the Myrmidons, and no one dared to face
it, rather they shrank back. But Achilles, the longer he looked at it,
the angrier he got

Avtap énel 81 tebée oakog péya te oTifapdv te, / teb apa ot
Bwpnka pagivétepov mupog§ avyfg, / tebée O ot kbpuBa Pprapnv
KPOTAQO1§ dpapuiav / kaAnv daidaAény, éni 8¢ xpuoeov Adgpov
fike, / ted€e 8¢ ol kvnuidac éavol kacoitépoto. / Abtdp énel ndve’
OmAa kape kKALTOG dugryvners (11, 18.609-614)

And when he had made the shield, big and sturdy, he made him a
breastplate that was shinier than firelight, and made him a helmet that
was sturdy and fitted to the temples, beautiful and intricately
wrought, and on it put a golden crest, and he made him greaves of
pliant tin. But when the famous crooked-legged one had wrought all
the gear



Examples involving demonstratives, quantificational pronouns, and intensified forms

of na¢ were excluded from the sample used for the count and discussion above,” but it

is interesting to look at them separately. When ndc-plural or one of its intensified

forms occurs together with the quantificational pronoun GAAog, with or without an

accompanying demonstrative or intervening particles and regardless of grammatical

gender, the universal usually comes second (35a-¢).

(35) a.

gbpov & edpvona Kpovidnyv, mepi & &ANot dnavteg / e1a® dunyepéeg
pakapeg Oeol aiév £ovreg (11. 24.98-9)

They found the broad-browed son of Cronos, and around him all the
others were sitting assembled, the blessed gods who live forever
"EvO’ dAAO1 peEv mavteg énsvenunoav Axatol (1Il. 1.22)

Then all the rest of the Achaeans gave assent

pipvere & dAAor mavteg doAAéeg (1. 19.190)

All the rest of you stay here together

GAAG te mavta eiAvtar kaOOmepd’ (11. 12.285)

And all the rest is blanketed from above (when it snows; follows long
list of specific things affected)

ol & GAAot mdvreg didooav (Od. 17.411)

And those others all contributed (in contrast with Antinoos)

If it is focused relative to the pronoun, however, it comes first. The focused examples

involve intensified variants of nd¢ and an accompanying demonstrative (36a-b):

(36) a.

b.

0¢ Kakd OAN Eppeev o’ 00 oVumavteg ol dAAot (11. 22.380)

Who has done more evils than all those others combined

tov €€oxa Tieg AMAVTWY TGOV EAAWV £Tdpwv peta TTATpokAdY Ye
Bavévra (Od. 24.78-9)

Whom you honored above all those other companions after the death
of Patroclus

In the one example of branching universal distributive ndg singular, the quantifier is

pre-nominal and clearly focused (25a above).

™ Inclusion of the intensified forms would not significantly affect the counts. “Arag does not occur with
neuter plurals, and when it combines with masculine plurals it 1s usually preposed.
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Discontinuity

In Homeric Greek, nag plural is discontinuous from its restriction almost half the time
(37a). In the Iliad, there are 116 continuous and 94 discontinuous instances (a rate of
about 48%).” The rate of discontinuity is significantly higher than that found for nag
plural in the Classical Greek sample (about 25%). “Ekaotog plural may also be

discontinuous (37b).

(37) a. avtap £nel 8 navteg doAAicOnoav ‘Axatoi (1. 19.54)
But when they were all assembled, the Achaeans
b. ADto & aydv, Aaoi 8¢ Boag i vijag Ekaotor / £okidvavt’ iévat
(11. 24.1)

The assembly broke up, and the people each scattered to go to their
swift ships.

In the Classical Greek sample, singular €kaoto¢ was never discontinuous from a
singular noun with which it agreed. The same is true in Homeric Greek. When
£xaotog singular is discontinuous from its noun, the noun is plural, usually a topic,

and the quantifier is a postverbal amplification or part of a separate pair-listing clause

(38a-c).

(38) a. OOto1 &p’ Nyeudves Aavadv Edov &vdpa Exaotog (I1. 16.351)

They, the leaders of the Danaans, killed a man, each one (or: “a man
each”)

b. Tp&ag d¢ tpdpog aivog nAvBe yuia €kaotov (I1. 7.215, 20.44)
A terrible trembling took hold of the Trojans at the knees, each one

c. Tnmot 8¢ map’ &puactv oiotv EkacToC AWTOV €pENTOHEVOL
gAe6Bpentov te oéAvov €otacav (1. 2.775)
The horses, each by his chartot, stood munching marsh parsley

The one Homeric example of branching ndg-every is continuous (25a above).

3 With lexical restriction.
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3.2.2 In the clause

At the clausal level, the main points of difference between Homeric and Classical
Greek center on the same theme. Homeric Greek has a preference for performing
distributive quantificational operations separately from the main predication of the
sentence. This emerges in two different ways. First, the singular distributive quantifier
£kaotog often appears together with plural verbs, nouns and pronouns, in variants on
the basic structure ‘they did it, each one’. Second, when £€kactog appears in the same
sentence with another quantifier, they both tend to be shunted off into a separate small
clause together, in variants on the pattern ‘they followed, ten to each man’. Both of
these structures have the effect of dividing the main predication and the distributive
quantification into two separate operations. Classical Greek, in contrast, usually has
singular agreement with €kactog, and happily puts it and other quantified phrases
together in the same clause with the main predication. A point of similarity between
Homeric and Classical Greek is that in both of them, QN-order phrases are very rare in

preverbal focus position.

Apposition to plural pronouns and nouns

In Homeric Greek, both na¢ plural and €kactog frequently appear together with
personal or topicalized demonstrative pronouns (39a-f). With £€kactog singular, the

pronoun is always plural.

(39) a. o1& dpa mavreg aknv £yévovro oiwnd (Il. 7.92 and elsewhere)

And they all fell silent

b. ot 3¢ kAfjpov éonunvavro £€kactog (1l. 7.175)
And they marked a lot, each one

c. 1oov ydp oy mdotv &mrixBeto knpi ueAaivn (1. 3.451)
For he was hated by them all equally as black death

d. mapa 8¢ o@v ékdote biQuyeg Trrot (11 10.473 )
And beside them, each one, were horses yoked in pairs

e. GAN Oueig pev mavteg Udwp Kal yaia yévoisde (I1. 7.99)
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May you all become water and earth
f. o0d Oueic nep €vi @peot B€a0e exkaotn (1. 4.729)
Nor did you remember, each of you

Sometimes there is also an amplifying noun (40a-b):

(40) a. ol & &pa mdvrec émiayov viec Axodyv (11. 7.403, 9.50)
And they all shouted approval, the sons of the Achaeans
b. &v & vuiv épéw mavteoot @idotot (11. 9.528)

I will tell of it among you all [who are] my friends
This construction, particularly the type with the topicalized demonstrative, is typically
Homeric and is much less common in Classical Greek. The relationship between
pragmatics and word order seems to be similar to that described earlier for quantifiers
and their lexical restrictions. The pronoun and quantifier may be sitting in different
clausal positions, usually with the pronoun in a topic position and the quantifier in a
focus position. In 39e, for example, a topic pronoun, weak focus quantifier
interpretation would be: ‘as for you, may you all become water and earth’, which
seems likely, particularly since this line is followed shortly by a contrastive ‘I will go
out myself” (I1. 7.101)). It 1s also possible, however, that some such examples may
involve appositional pronoun-quantifier units like English ‘them all’ (39¢ would be a
candidate). The appearance of €kaotog with plural pronouns is significant, because it

is part of a pattern of ‘plural agreement” with €kactog in Homer, as will be seen in the

next section.

Verbal number agreement

Singular subject €ékaotog in Homer usually appears with a plural verb (the ratio is 49
plural to 19 singular examples, or 72% plural); I will call this ‘plural agreement’ for
now (41a-b). In the Iliad, the ratio of plural to singular agreement with subject
pronoun £€kaotog is about 3%4:1 (33:9), whereas in the Odyssey it is about 1%4:1

(16:10). So in both epics, plural agreement is more common than singular agreement,
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but in the Iliad plural agreement is favored over singular by more than twice as much
as it is in the Odyssey. The Odyssey has been dated later than the Iliad on the basis of
statistical analysis of other linguistic criteria (Janko 1982:229-231). In Classical
Greek, singular agreement with £€kaoto¢ was much more common than plural (88%

singular, 12% plural).

(41) a. &vBa d¢ mdp kavTo, Tibevto d¢ ddpna £xkactog (I1. 9.88)
There they lit a fire, and made their dinners, each one.
b. mdntnvev 3¢ Ekactog Omn @Uyor aimvv 6Aebpov (11. 16.283)
And each one looked for how he might flee sheer destruction.
T16¢ plural and the one subject example of universal distributive ndg singular take
normal verbal number agreement. If ‘plural agreement’ with singular distributive
quantifiers is based on coreference via a null partitive of some kind (‘they did it, each

one of them’), as I suggested earlier, then Homer is using a structure that is based on

coreference where Classical Greek uses one based on agreement.

Object position

As in Classical Greek, in Homeric Greek there is a preverbal focus position that is
most often occupied by the object in transitive clauses. Null-head modifier ndg

regularly appears in preverbal focus position (42a-b).

(42) a. Alag yap pdAa mavtoag Enwyeto ToAAG keAeDwv (1. 17.356)
Ajax was busily ranging around them all giving lots of orders
b. 0ed¢ S mavta teAevtd (11. 19.90)
The god accomplishes all things.

1&g with a discontinuous restriction is usually in preverbal position, with the

restriction in tail position (43a-c):

(43) a. #vOa d¢ mavtag évika Kadueiwvag (11. 23.680)
There, he bested all the Cadmeians
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o1 8¢ iaxn te POPw te / ndoag tAficav 6dovg (I1. 16.374)
And those men, with shouting and fear, filled all the roads
un o1 Katd rdvta edywot / ktiuata (Od. 3.313)

Lest they gobble up all your possessions

NQ-order branching nd¢ can also appear in preverbal focus position (44a-c):

(44) a.

b.

00T atdg Ktevéel and T dANovg avrac £pver (1. 24.156, 185)
He will not kill him himself, and he will hold back all the others
ai 8¢ ondyyorot tpanélag / taoag dupiudoacde (Od. 20.149)

And some of you clean all the tables with sponges

quppooin uev mpdtov and xpodg ipepdevrog / Abparta rdvra
kabnpev (11. 14.171)

First, with ambrosia, she cleansed her lovely body of all impurities

There are only a few examples of QN-order branching nd¢ in focus position (45a-b).

(45) a.

B1i 8¢ katacyouévn avy apyritt easv® / oy, ndoag 8¢ Tpwdag
A&Oev- pxe 8¢ Safuwv (11. 3.419-20)

She went, covering herself with the shining silver robe, silently, and
escaped the notice of all the Trojan women; and the goddess led her
AUTap €neil vl oA kaue kKAUTOg appiyvneig (11 18.614)

But when the famous crooked-legged one had wrought all the gear

QN-order phrases with 1td¢ are often in directly postverbal position (46a-b). There are

parallel examples in which adverbial material intervenes between the verb and the

postposed object (46c).
(46) a. avTOg yap Xapun mpokaAésoato mavrag apiotoug (I1. 7.285)
For he in his battle-lust called forth all the best men
b. Baupog & £xe mdvrag Axaiovg (Il. 23.815)
Wonder held all the Achaeans
c. &AM avayacoduevog kdAel évOade tavrag apiotoug (1. 13.740)
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There is also a parallel example in which adverbial material intervenes between the
postposed quantifier and its restriction; in this case it is conjoined and in contrastive

focus with the possessive adjective modifying the other object (47a).

(47) a. wg ol T £D@pAVNG TdvTag mapd vruoiv Axatovg, / 6olg te pdAiota
£tag kat Etaipovg (11. 7.294)
So you may delight both all the men beside the ships, the Achaeans,
and your (men) most of all, (your) kinsmen and companions

Null-head modifier object €xactog can be pre- or postverbal in both plural (the plurals
are all neuters, usually meaning ‘every detail’) and singular (48a-d). For the plural, the

ratio is 7:16 pre- to post-verbal, and for the singular it 1s 1:7.

(48) a. €ABOvteq d eig dvtpov €Onevuecba Ekacta (Od. 9.218)

When they entered the cave, they marvelled at all the various things

b. N & €0 deauévn eiAéer kai Exaota uetaAAd (Od. 14.128)
And she receives them well and is hospitable and asks questions
about every detail

c. tolg & ¢ dAAAdwv ToAiwy oikdvde Ekactov / méunov dyetv dhiebot
Bofio’ éml vnuol T10évteg (Od. 24.418)
Those from other cities, homeward each one they sent. for fishermen
to carry, putting them on swift ships

d. adtap éyw PovAevov, 6w épéout ekdotnv. (Od. 11.229)
But I took thought, as to how I might question each one individually

Branching object QPs with €kaoto¢ do not occur in directly preverbal position; they
are usually directly postverbal (49a). The one preverbal example is separated from its

verb by the subject, and relegated to a separate hemistich (49b), in a pattern that will

be discussed in the next section.

(49) a. o00i¢ ayavoig énéecorv Eprtue p&Ta Exkaotov (I1. 2.164,180)
With your winning words hold back each man
b. tpeic 8¢ Exaotov OT | Siec pépov- adtdp £yw ye (Od. 9.431)
Three to each man, the sheep carried them; but I
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The only candidate examples of preverbal branching object €kaotog are NQ order,

with demonstratives (50a). The only discontinuous example is of the same type (50b).

(50) a. pn 1oL tadta €kaocta dieipeo unde petdAAa. (11. 1.550)
Do not inquire about these things in detail, or ask questions
b. d&AAa ti N épe tadta Sielepéecbde Exaota; (11. 10.432)
But why are you questioning me about these things, in detail?

This situation is similar to what was found for Classical Greek: QN-order universally

quantified phrases in preverbal object position are very rare.

3.2.3 Separate hemistich quantification with €xaotog

In Homer, anaphoric pronouns usually agree in person and number with singular
£xaotoc rather than with a plural pronoun or verb. This makes it completely clear in
certain examples that the distributive relationship and the nuclear predication are
expressed in separate clauses, the nuclear predication in a finite main clause and the
distributive relationship in an adjunct clause. Instead of “each one called out to his
own horse”, or even “they called out to their own horses, each one”, it is “they called
out, each to his own horse”. The main clause and adjunct clause are usually separated

by the main caesura (51a-b).

ol uev ap’ eokidvavto eny éni vija €kactog (11 19.277)
But the others scattered, each one to his own ship.

b'——uu-———————ulu—uu—-—uu—)(

kai katekounOnuev év évteotv oiciv kaoctog (1. 11.731)
And we went to sleep, each one in his own armor

This pattern is also visible in examples that do not contain anaphoric pronouns (52a-

d):

(52) a. Oéxa & avdpi éxdotw /viieg Emovto Boai (11. 2.618)
Ten to each man, there followed swift ships
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b. moAéeg d év vni ékaoty / Apkddec avdpeg Efarvov (11. 2.610-11)
Many in each ship, went Arcadian men
c. €808 dg’ ekdotng vnog ébkvnuideg etaipot / dAove™- (0d. 9.60-61)
Six from each ship (of) my well-greaved companions died
d. mevinkdoiol § év éxdorty / elato, kal Tpolxovto Ekactobt évvén
tavpoug (Od. 3.78)
Fifty in each, they were settled, and they sent forth from each nine
bulls
This kind of structure seems designed to avoid what would otherwise be transitive
clauses with multiple quantifier phrase arguments, or intransitive clauses with
complex quantified subjects: ten swift ships followed each man, many Arcadians went
on each ship, [six comrades from each ship] died, [each of fifty settlements] sent nine

bulls. Clauses of that kind are rare or nonoccurring in Homeric Greek, but perfectly

normal in Classical Greek (53a-c).

(53) a. £v 8¢ ékdotw Adxw mevInkootveC foav téooapec (Thuc. 5.68.3)
In each company there were four bodies of fifty
b. méppate anod Adxov Ekaotog névte dvdpag TV orovdaloTETWY
(Xen. Cyr. 4.2.45)
Send from each company five of the most zealous men
c. TNV O cuppopiav EKAOTW T HEPEL QQOV VTGOV TPEIG Arodoival
tpipeis (Dem 14 18-19)
And that the symmory assign three triremes to each of its own parts
Homeric Greek seems to want to do its quantification in a separate operation, apart
from the main predication of the sentence. In sentences with multiple quantified
phrases like those in 53a-c, both operations are happening at once. In a sentence like
‘ten to each man, there followed swift ships’, the main predication and the
quantification are communicated as two separate chunks of information: there are
ships following, and the ratio of ships to men is ten to one. The general principle at
work has something in common with the use of singular €kaotog in combination with

plural verbs, pronouns and nouns. In sentences like ‘they lit a fire and made their

dinners, each one’, two things are communicated separately: first the fact that fires
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were lit and dinners made, and then the fact that there was a one-to-one relationship

between men and fire-lighting and dinner-making events.

3.2.4 Summary

In Homeric Greek, nd¢ in the plural and €xaotog are regularly used as universal
quantifiers; ndg in the singular occurs only a couple of times as a simple distributive
and a few more times as a kind-distributive. Homer has no definite determiner, so
there is no clear evidence from interaction with a determiner about quantifier phrase
formation or quantificational determiner status for either universal quantifier. When it
comes to continuity and quantifier-noun order, there are differences in behavior
between ndg plural and €xaotog. T1&¢ plural is as likely to be discontinuous from its
restriction as continuous with it; when it is continuous, it is usually pre-nominal.
“Exaotoc is often discontinuous from plural pronouns and nouns, but is never
discontinuous from a singular restriction, and usually has NQ order. At the level of the
clause, Homer has a preference for doing quantification separately from the main
predication. “Exactog usually appears with plural rather than singular verbs, and when
it occurs together with another quantifier in the same sentence, they tend to be

removed from the main clause and placed together in a separate small clause structure.
3.3 Universal quantifiers in Herodotus

In this section I look briefly at Herodotus, after comparing Classical and Homeric
Greek, to see whether Herodotean Greek falls in between the two on any measures, or
has any mixed behavior which could be explained by the language having been in
transition from one state to another. It turns out that with respect to the universal
quantifiers, Herodotus acts like Classical Greek on almost all measures, but does have
one point of agreement with Homeric Greek, and falls in between the two on another

measure.
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In terms of quantifier inventory and relationship with the determiner, Herodotus is
closer to Classical than Homeric Greek. Herodotus has the full range of quantifiers
available in Classical Greek, as well as the determiner (54a-d). Distributive universal
na¢ singular is in complementary distribution with the determiner (54a), and
quantifiers appear in predicate position, which distinguishes them clearly from

ordinary adjectives (54b-c).

(54) a. ’E@dpee abthv dva ndoav fpépnv £¢ to thig ‘EAEvng ipdv (6.61.18)
She carried her every day to the shrine of Helen
b. ‘Qc¢ 8¢ mapeyévovro £¢ Thv Alyvav rdoat at véeg (8.132.1)
When all the ships arrived at Aegina
c. "Amag 3¢ ToU €viautol €KAoTOU O VOUAPXNG EKAOTOG £V TG £WLTOD
vou® Kipvd kpnthpa oivov (4.65.11)
Once each year, each chief, in his own district, mixes a bowl of wine
d. xoatd moAig O Ekaotor pevEovtan (8.68.22)
They will each-pl flee to their (own) city
At the level of the phrase, Herodotus again usually looks more like the Classical Greek
sample than like Homer. In my count for quantifier order, Herodotus agreed with
Homer in having NQ order for £kaotog (54¢), but with Classical Greek in having a
higher rate of QN order for ndg plural (54b). For €kactog, Homer has 25% Q(D)N
order, Herodotus 24%, and Classical Greek 58%. For ndg plural, Homer has 68%
Q(D)N order, while both Herodotus and Classical Greek have 77%. Singular
distributive universal nd¢ always has QN order in Herodotus, as it does in the
Classical Greek sample (with one exception), and as it does in the one example of
singular distributive universal nag in Homer. The ratio of discontinuous to continuous
quantifier phrases in Herodotus (31% of 269 instances) is in between the Classical

Greek (25% of 263 instances) and Homeric (48% of 210 instances) rates, though

closer to the Classical.
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At the level of the clause, the behavior of the universal quantifiers in Herodotus
resembles Classical Greek more than it does Homeric Greek. Apposition of quantifiers
to pronouns is less common than it is in Homer, occurring at about the same rate as in
Classical Greek. Verbal agreement with £€kaotog is almost always singular. There are
infrequent examples of branching QN-order quantifier phrases in preverbal object

position (55a-b).

(55) a. ToVtwv d¢ katdnepBe Tpog votov dvepov £v i Onpiwdel oikéovol

TapgaoavTeg, ol TavTa &vOpwmov Qevyouvst Kai Tavtog OAiny
(Hdt. 4.174.2)
Inland of those people in the direction of the south wind, in the beast-
infested area, live the Garamantes, who avoid every human (or:
everyone human) and the company of anyone

b. ol yap Mépoat navtag tovug LkvOag kaAéovot Takag. (Hdt. 7.64.8)
For the Persians call all the Scythians Sakai.

But, as in both Classical and Homeric Greek, NQ-order phrases are much more

common in that position. And, finally, there are examples of clauses that have multiple

quantified arguments (56a-c).

(56) a. ‘H &2 intpikn katd tade o1 dédaotar pifig vovoou €kaotog intpdg

£0TL KAl O TAEOVWV.
Medicine is organized by them along the following lines: each man is
a doctor of one disease and not of many.

b. avéPaive yap £xaotog T@V £poévwy ToUTwV eikoat imnovg. (Hdt.
192.16-17)
For each of those males mates with twenty mares

c. Eiyap kelvwv €kaotog 0éka avdp@v TA§ oTpatifig Tfc Eufig avtaidg
gott (Hdt. 7.103.8-9)
For if each of those men 1s worth ten men of my army

Herodotus looks like the Classical Greek sample on all measures except quantifier-
noun order with €kaoto¢ (Herodotus’ rate of Q(D)N to N(D)Q order matches the rate
in Homer, rather than the rate in the Classical Greek sample) and a slightly higher rate

of discontinuity.
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3.4 Summary: Universal quantification

I have identified two basic kinds of differences in how Classical and Homeric Greek
express universal quantification: differences in quantifier inventory, and differences in
the syntactic behavior of quantifiers. Classical Greek has one universal quantifier that
is basically lacking in Homeric Greek, the simple singular distributive nd¢, meaning
‘every’. Where Classical Greek has ndg plural ‘all’, ndg singular ‘every’, and €kactog
‘each’, in Homeric Greek only ndg plural ‘all” and €kaotog ‘each’ are present in full
force, with nag singular ‘every’ occurring only twice. This difference might seem
unimportant at first, but when combined with other gaps 1 will describe later, it adds
up to the conclusion that Homer lacks not just various specific quantifiers, but

quantifiers that have specific properties.

Differences in syntactic behavior are present at both the phrasal and clausal level. In
Classical Greek, evidence from interaction with the determiner suggests that universal
quantifiers form configurational quantifier phrases, and possibly that the singular
distributive quantifiers can act as quantificational determiners. In Homeric Greek that
kind of evidence is not present because the determiner has not developed yet. There is
a general increase between the Homeric and Classical periods in the ratio of Q(D)N to
(D)NQ order for quantifiers that are contiguous with their restrictions; nd¢ plural,
which was already more often QN in Homer, is even more often Q(D)N in Classical
Greek (Table 2), and €kaotog, which was usually NQ in Homer, is usually Q(D)N in
Classical Greek (Table 1).” Herodotus falls in between the two, agreeing with Homer

on the order of €xaotog and Classical Greek on the order of nd¢ plural, which may

™ Some of the counts discussed here and in what follows are statistically significant (differences
between HG and CG in rates of occurrence of discontinuity with universal and vague count and mass
quantifiers, for instance, and differences in rates of occurrence of QN versus NQ order with €kactog)
and some are not (differences between HG and CG in rates of occurrence of QN versus NQ order with
nd¢ plural and upward monotonic vague count and mass quantifiers, for instance); some of the latter
might be able to be made significant by increasing the size of the sample.
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suggest a gradual shift. For €kxaotog the combined rate of Q(D)N order is 25% in
Homer, 23% in Herodotus, and 58% in Classical Greek. For nd¢ plural the combined
rate of Q(D)N order 1s 68% in Homer, 77% in Herodotus, and 77% in Classical Greek.

Table 1: Quantifier order with £xaotog

€xkaoto¢  Homer Herodotus Classical Greek

Total % Total % Total %
NQ 21 75 56 62 17 24
ON 7 25 19 21 23 32
DNQ — 12 13 13 18
QDN — 3 3 19 26
Total 28 100 90 100 72 100

Table 2: Quantifier order with nag

nd&¢g plural  Homer /1. Herodotus Classical Greek

Total % Total % Total %
NQ 22 32 11 7 7 4
ON 47 68 66 43 53 29
DNQ — 24 16 35 19
QDN — 51 34 88 48
Total 69 100 152 100 183 100

There is also a change in the rate of discontinuity of quantifiers from their agreeing
restrictions. In Homer, the rate of discontinuity is about 48%. In Herodotus and
Classical Greek, it hovers around 20%. If QN order phrases are syntactically more
coherent than NQ ones, then these two shifts are probably related; Classical Greek
likes to bind quantifiers together with their restrictions into larger units, while Homer
likes to keep them separate. Homer also more often floats quantifiers off of overt
demonstrative or personal pronouns. At the clausal level, there were two main
differences in the behavior of the universals in Homeric and Classical Greek, and one
similarity. First, as a subject, €kactog usually appears with a plural verb in Homer,

whereas it almost always appears with a singular verb in Classical Greek. Second, in
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Homer, when €kaotog appears together in the same sentence with another quantifier,
they tend to both be separated from the main clause in a separate small clause, as in:
“Ten to each man, there followed swift ships’. Classical Greek would happily render
such a sentence as ‘Each man was followed by ten swift ships’. And finally, both
Homeric and Classical Greek have a restriction on the appearance of universally
quantified object phrases with QN order in preverbal focus position; they are very
rare, while two structures in which the quantifier likely sits alone in that position (NQ

order and QVN-type discontinuity) are more common.

In the next section I will discuss negative and existential quantification. In Classical
Greek these are handled separately for the most part, but in Homer they are two sides

of the same coin and have to be considered together.
3.5 Negative quantifiers in Classical Greek

Classical Greek has a negative quantifier, o0deic, that like the universal quantifiers

nd¢ and €kaotog can be either pronominal (57a) or adnominal (57b).”

(57) a. otpovBov 8¢ 00deic EAafev (Xen. An. 1.5.3)
Nobody caught an ostrich.
b. &vev 8¢ edPuyiag o0Seuia Téxvn Tpog Toug Kivdvvoug ioxvet (Thuc.
2.87.4.5)
Without courage, no skill will have power in the face of danger

This is the plain negative form, though it originated as an emphatic, o03¢ £v, 003¢ gic
(Chantraine 1968). Emphatic negatives are subject to frequent loss and renewal, and

several rounds of loss and renewal have occurred in the recorded history of Greek

" In this section, general statements and counts include forms in both ov- and pn-. The variant 008apdg,
which appears in Herodotus, does not appear in the Classical Greek sample, except as a base for

adverbials such as 00dapob “nowhere”, 00daudBev “from nowhere”, o0dapoT “to nowhere”, and so
forth.
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(Kiparsky and Condoravdi 2006). The separate forms can still be used emphatically
(58a):

(58) a. 008 &v &i¢ adroic éniotevev, Gomnep 008 VOV moTeVEL 00SE €ic #T1
(Xen. Cyr. 8.8.3)
Not one person would trust them, just as now not one person does
still trust them

3.5.1 Definiteness and relationship with the determiner

The negative quantifier can take either an indefinite, agreeing restriction (59a), or a

definite, partitive genitive one (59b).

(59) a. o0depia moAig; *ovdepia 1 MOALG
No city
b. o0depla TV MOAEWV

None of the cities, none among the cities
There is no evidence from relationship with articulated agreeing restrictions about
whether o0depia O is structurally a quantifier phrase [qp 008euia [pp [ne TOALG]]] OF
a determiner phrase with a quantificational determiner [pp 008gpia [xp TOALC]]. One
thing that counts against analyzing it as a quantificational determiner is that, unlike the
Classical Greek singular distributive candidates for quantificational determiner status

ndg-every and €kaotog, it can be discontinuous from its restriction, even in the

singular (62a-b below).

3.5.2 Quantifier order

For nd¢ and €xaotog in both Classical and Homeric Greek, quantifier-noun order was
largely pragmatically determined. When the noun was highly predictable and the
quantifier was focused within the phrase, or the whole phrase was focused, the
quantifier was preposed. When the noun was a local topic, it was preposed and the

quantifier followed in focus position. The same is true for o0deic in Classical Greek.
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In 60a, for example, dévdpov and Onpia are contrastive topics. In 60b, tdéAwv is highly

predictable in context and there is weak focus on the quantifier.

(60) a. dévdpov & 00dev Evijv, Onpla 8¢ navtoia, mAeiotot vot dypiot,
noAAai 8¢ otpovbol ai peydAat (Xen. An. 1.5.2)
There were no trees in it, but there were wild beasts of all sorts, very
many wild donkeys, but also many ostriches, the big ones
b. anomAevoeioBat € kal knpverv undepiav oAy déxesbot avToUg,
w¢ moAgpiovg (Xen. An. 6.6.9)
He said that he was going to sail away, and give orders that no city

should receive them, since they were enemies
This again suggests that only preposed quantifiers form demonstrably continuous
branching phrases with their restrictions. The idea that only QN-order quantifier-noun
strings are actually continuous quantifier phrases will be relevant not only for gauging
the relative rates of occurrence of continuous quantifier phrases in Homeric and
Classical Greek, but also for determining what, if any, are the constraints on quantified
objects in preverbal focus position at each stage. In the Classical Greek sample, the
ratio of QN:NQ order for o0de1¢ is about 1:2, or about 33% QN. This contrasts with

the preference for QN order found with the universals.

3.5.3 Discontinuity

In the sample, adnominal o0d¢ic is continuous about four times as often as it is
discontinuous (22% discontinuity). With genitive restrictions, it is discontinuous
almost twice as often (43% discontinuity), which suggests that genitive restrictions
may be more loosely connected to their quantifiers than agreeing ones. In English, the
pronominal negative quantifier ‘none’ can be separated from a genitive more easily

than from an agreeing restriction (61a-d):

(61) a. Ofall those cakes, there were none that she liked.
b. ?(All) those cakes, there were none (of them) that she liked.
c. She found none that she liked, of all those cakes.
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d. *She found none that she liked, (all) those cakes.

Most of the discontinuous examples with 00d¢i¢ are of the familiar head-interrupted
type, where the quantifier is pre-head and bears strong focus. In 62a-b, there is

contrastive focus on o0d¢ig relative to a quantifier in the preceding clause.

(62) a. AaPov to aug’ adTOV Kal TOUG YUUVATAG TTAVTAG, ZEVo@®dV O 6LV
101G 6moBogvAally omAitalg elneto oVdEva Exwv youvijta (Xen.
An. 4.1.6)
Taking his division plus all the light-armored infantry, and Xenophon
followed with the rearguard hoplites, having no light infantry

b. v te gig mn Suvndf T®V Adxwv émi T6 &xpov dvaPiival, obdeig

uUnkéTt uetvrn tdv moAepiowv (Xen. An. 4.8.13)
If one of the companies can somehow climb to the top, no one of the
enemy will endure any longer.

The rate of discontinuity found for adnominal 00d¢i¢ (22%) is about the same as that

found for nég plural (25%).

3.5.4 Negative concord

Classical Greek allows negative concord; a negative head followed by one or more
negative arguments expresses a single negation (63a-b) (Smyth 1956:628-629; Cooper
and Kriiger 1998:1122-1123; Kiparsky and Condoravdi 2006).

(63) a. kaioUnote €pel 0VOElG WG Eyw "EAANvag dyaywv €ig todg PapPapoug
(Xen. An. 1.3.5)
And never will anyone say that I, having led Greeks against the
Persians

b. «kal oUte énéBeto 00elg 00daUSOeY 0Ute TPOC TNV Yé@upav ovdEIC

NAOe t@v moAeuiwv (Xen. An. 2.4.23) (S56:628)
And no one attacked them from anywhere, nor did any of the enemy
come toward the bridge

As we will see, negative concord of the type found in Classical Greek is not present in

Homeric Greek.
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3.5.5 Object position

Both pronominal 003¢ig and continuous phrases formed with adnominal o0deig appear
in preverbal focus position (64a-¢). As was argued above, possibly only preposed
ovdeig should be interpreted as forming a continuous phrase with its restriction. In
64b, for example, the noun may be a topic, and the quantifier in focus position:
“excuses it provides none”. Preposed o0d¢i¢ in 64¢c however is probably part of a

continuous phrase. The same pattern holds for genitive examples (64d-¢).

(64) a. 08¢ KAéavdpog ovdéva Enempdkel (Xen. An. 7.2.6)
But Cleander had sold none of them
b. kal mpopacty ovdeuiav didworv (Dem. 43 53)
And it provides no excuse
c. kalmAéov A tévte unvedv o0déva Adyov Emotfoaro (Dem. 52 6-7)
And for more than five months he didn’t say a word about it
d. o0dev toUTwV uéuvnode (Xen. An. 5.8.25)
None of these things do you remember
e. MUV ovdeig 00dev avremueAeitan (Xen. 4n. 3.1.16)
But as for us, no one is paying corresponding attention
QN-order universally quantified object phrases very rarely appear in preverbal focus
position in Classical Greek; QN-order negatively quantified phrases appear there more

often, though still at a lower rate than NQ phrases.

3.5.6 Summary

Classical Greek has a negative quantifier, o0d¢ic, that takes indefinite agreeing and
definite genitive restrictions. O0deig differs from the universals in preferred order;
where they were usually QN, it is more often NQ. Its rate of discontinuity is the same
as that of the universals when it is adnominal (22%) but higher when the restriction is
a partitive genitive (43%). Negatively quantified phrases appear more often with QN

order in preverbal focus position than universally quantified phrases do.
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3.6 Existential and partitive quantifiers in Classical Greek

Existential quantification is accomplished via the indefinite enclitic tig, which can be
pronominal or adnominal. Greek indefinite and interrogative adverbs and pronouns are
distinguished only by accent, with the interrogative tonic and the indefinite clitic:
néte/mote “when/sometime”, Tob/mou “where/somewhere”, TG/ TWE
“how/somehow”. T1i¢ is the enclitic indefinite half of such a pair; tonic ti¢ is the
interrogative “who”. It is cross-linguistically common for interrogatives and indefinite
pronouns to be identical or closely related (Haspelmath 1997:26-27; Lyons 1999:150);
the pattern occurs not only in Indo-European (Fortson 2004), but also in many other
languages from unrelated families, including Native American (Mohawk: Baker 1995)
and Australian languages (Dixon 1980:376). Ancient Greek t1g covers a wide range of
indefinite meanings (Kiihner-Gerth 1898-1904/1955:662-666, Smyth 1956:310,
Cooper and Kriiger 1998:548-553). Like English some(body), it can be non-specific
(65a) or specific (65b) indefinite. It is sometimes used in cases when the identity of
the referent is already known to the speaker but not to the audience, like English a

certain (65c¢).

(65) a. maiovta § avtov dkovrtilel Tig TaAt® IO TOV dPBaAUOVY Praiwg

(Xen. 4An. 1.8.27)
But as he struck, somebody hit him hard with a spear under the eye

b. év @ Kdpog dméxtervev dvdpa Téponv Meya@épvnyv, QOIVIKIOTHV
BaciAciov, kal Etepbv Tiva TdOV dndpxwv duvdotnv (Xen. An. 1.2.20)
At which time Cyrus executed a Persian man, Megaphernes, a wearer
of the royal purple, and another powerful lieutenant

c. ANV AmoAAwvidng tig (Xen. An. 3.1.26)
Except a certain Apollonides

Pronominal 11¢ is also used, like English one, as a generic or arbitrary pronoun (66d).

Adnominal Ti¢ can be used as a qualifier (66¢), meaning “some sort of”.”®

76 There is also a philosophical Ti¢, used to distinguish an individual or particular instance of something
from the abstract type, e.g. 6 T1¢ dvBpwnog “a particular person”. It occurs in attributive position
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(66) a. Moodv 116 € &dikoic #pyoig Adyouc kahovc {nthoet (Thuc. 3.67.7)
One would be less likely to seek beautiful words for unjust actions
b. dprotokpatiav TV €k TV SuVAGTEIDY TOMCAVTES A Kai Tiva
Paciheiav (Pl Leg. 681d3)

Forming from the leadership some sort of aristocracy or even some
sort of monarchy
So far, we have seen only existential and other non-partitive interpretations of T1¢.

What about partitive interpretations? The English indefinite quantifier some can be

existential (67a) or partitive (67b).

(67) a. Some ants are getting into the house.

b. Some ants are scouts, and some are members of the supply chain.
These are examples of weak and strong, or cardinal and quantificational, readings, in
the sense of Milsark 1977; they are customarily distinguished in the literature by the
spellings sm and soMmE respectively (this reflects the fact that the two readings of some
can usually be distinguished by the presence of stress; unfortunately, the
correspondence is not perfect: if the quantifier is not stressed, it is cardinal, but if it is
stressed, it is not necessarily quantificational).” The weak reading tells you something
about the size of the set of ants, whereas the strong reading tells you something about
the proportion of the set of ants for which the predicate is true. The overtly partitive
form of the determiner (with of the) tends to be associated with the strong
interpretation in English (68a), but it can get a weak interpretation if the set being

referred to is established in the context (68b).

(68) a. some of the ants are scouts
b. Sm of the ants (the ones we’ve been watching on the fire escape all
week) are getting into the house

(between an article and noun) only in that context (Cooper and Kriiger 1998:548).

7 Witness Milsark’s (1977:19) example: “some unicorns got into the house, but not enough, thank God,
to spoil the carpet” (with stress resulting from an implied contrast between the quantity of unicorns
indicated by the existential quantifier and other possible quantities like many (on the weak reading “lots
of”) or FEw (on the weak reading “a few™).
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This is relevant because ti¢ regularly appears with partitive genitives. Most of the
time, however, it does not get a strong reading, even with in combination with a

partitive (69a).

(69) a. £maxoVoavteg dE TIveg TOV oTPATIWTOV TADTA, | KAl TWV Aoxaydv
T1¢ StayyéAAet €i¢ T0 otpdtevua (Xen. 4n. 7.1.14)
Either some of the soldiers overheard this, or maybe one of the
company commanders passed it on to the army
There are a few cases in which T1¢ must get a strong, partitive interpretation. Though it
is a clitic and usually unaccented, there are scattered examples in Classical Greek
prose in which t1¢ appears clause-initially and is accented; this is true also for the
other clitic pronouns. In the sample, there are four instances of this type. Some of
them get a weak interpretation (70a). Others, such as (70b) are most likely partitive
(the weak interpretation, that as for the crews, there were some that they killed and

some that they took prisoner, is a bit of a stretch in the context).

(70) a. "Hoav év’OAOVOW TGOV €V TOI¢ Tpdypacty Tiveg uev OiAimmou Kai
av0’ Onnpetodvreg Exetvy, Tiveg 8¢ ToD PeAtioTov Kal Gmwg un
dovAevoovaoty of moAitat mpattovrec. (Dem. 9 56)

There were in Olynthus, among those in power, some who belonged
to Philip and were utterly subservient to him, and some who were of
the better sort and were acting to prevent the citizens from being
enslaved.

b. &vdpag te ToLG HeV anéktevay, Tvag 8¢ kal e(wypnoav (Thuc. 2.92)
As for the crews, some they killed, and some they took prisoner

This leads to the unexciting conclusion that ti¢ is weak, except when it’s not.
Nevertheless, it will still be relevant for comparison with the Homeric situation to
observe that Classical Greek ti¢ seems to be basically weak, getting a strong reading

only when it is behaving in a way that is unusual for it.
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There are in Classical Greek a couple of other, less frequently occurring quantifiers
that supply meanings not easily handled by clitic tic.”® Though it does not normally
occur as a negative polarity item in negative contexts, where it is supplanted by o0deig
because of negative concord, t1¢ does occur in conditional, interrogative and other
negative polarity contexts (71a). If an emphatic is needed in such a context, the

strengthened form 0ot1600V is used (71b-c¢).

(71) a. eitigtioe épwtd (Pl. Resp. 337a7)

If anybody asked you anything

b. £év 1] pev Ot dvw@eAi] kal TALoV 00dEV, £v 8¢ T ST1 Ta eV avTOV
Kav 0oT1000Vv €Upot (Pl. Resp. 427a5-6)
In the one because they are useless and do nothing, and in the other
because some of them anybody at all could discover

c. “0gav ek povoiag te kal adikw¢ OvTivaolv TtV EuguAinwy
a0toxelp kreivy (P Leg. 871a2-3)
Whoever wrongly and with forethought kills with his own hand
anyone at all of his tribesmen

There is also a non-clitic indefinite quantifier, £vio1, that regularly gets a strong
interpretation.” In the examples below, the quantifier picks out part of a group and

predicates a particular property only of that part.

(72) a. éExovteg TOUTOUG TE TOUG TOAVTEAEIC X1TOVAG Kal TAG TTOIKIANG

avagupidag, vior 8¢ kal oTpentovg mept Toig TpaxnAog kal PéAta
nept taig xepoiv (Xen. An. 1.5.8)
Though they were wearing their extravagant tunics and embroidered
trousers, and some even necklaces around their necks and bracelets
on their wrists.

b. duo O0¢ énedeikvuoav T@V vapOnkwy Tag TANYag kol £V Xepol Kai év
TpaynAoig, éviot 8¢ kal év npoownoig (Xen. Cyr. 2.3.20)

™ The (usually indeclinable) 6 defva, which is used to refer indirectly to some specific person, or to
stand in for mention of a specific person, like English so-and-so, may also serve this purpose, since Tig
can be used in the same way.

¥ In LSJ, Eviol is glossed as some. In the standard grammars, very little if anything is said about £vio1;
when it is mentioned, it is simply equated with tive¢ and Herodotean peteétepor (Cooper and Kriiger
1998:2311-2312).
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At the same time, they displayed the marks from the canes on their
hands and necks, and some even on on their faces.

The difference between (unaccented) t1¢ and €viot is further illustrated by their use in
ol uév...ol 8¢ constructions, which are contrastive (73a).* Tivec is frequently used
together with ol pév... o1 8¢, which results in a strong, partitive reading (73b). "Eviou is
not used together with it, presumably either because it would be redundant, since €viot
is contrastive on its own, or unnecessary, since £€vioi is regularly accented. Instead,
like accented T1g, it appears clause-initially, followed by the particle (73d).
Occasionally (though not in the sample), Tiveg and €viol are used together, with Tiveg

adding specificity (in 73d, Isocrates likely has specific writers, including Xenophon, in

mind (Norlin 1945)).

(73) a. oluev énitd deiov o1 d¢ €ml 16 evvupov (Xen. An. 4.8.17)
Some on the right and some on the left

b. ol pév tiveg EAeyov mepi To0 KUpov to1dd¢...01 8€ Tiveg abt@v EAeyov
(Xen. Cyr. 8.4.31)

Some said the following about Cyrus...and some of them said

c. tag O Tvag Enpaivovteg Tpayruata anetibecav (Xen. Anab. 2.3.15)
Some they dried and put away for dessert.

d. nv ol uev moArol petpiwg Enarvobotv, £viot O€ TIVEG WOTEP TV
NuBEwv kel nemoMrevpuévwv péuvnvro nepi avtdv (Isoc. Panath.
41)

Which many people praise in a measured way, but some people just
as if their memory about them was that demigods ruled there

Classical Greek, then, has a clitic indefinite quantifier that is almost always weak, and

a non-clitic indefinite quantifier that is strong.

% The prevalence of this construction should probably be considered an enabling factor supporting the
non-partitivity of t1¢ and infrequent occurrence of évior. My subjective impression is that many or most
contrastive and partitive situations in Classical Greek are handled by this construction alone, without
any quantifiers involved.
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3.6.1 Definiteness and relationship with the determiner

Like o0delg, T1¢ can take an indefinite agreeing restriction (74a) or a definite partitive

genitive one (74b).

(74) a. woOAi§ T1g; *1 WO TIg
Some city
b. T TOV WOAEWV

One of the cities, some one among the cities
According to Cooper and Kriiger (1998:199-200), tig never follows the article in an
unmodified partitive genitive phrase (t®v Ti¢ téAewv) in Classical Greek except in
Herodotus, where it does so regularly. The post-determiner positioning in Herodotus
may be a side effect of the determiner still being more independent and demonstrative
in Herodotus than in later authors (in the sample of universally quantified phrases,

there were fewer articulated phrases overall in Herodotus than in the Attic sample).

3.6.2 Quantifier order

On the basis of a classification system that defines clitics as phrasal affixes and
describes their distribution in terms of three binary parameters, defined as P1:
Initial/Final, P2: Before/After, and P3: Proclitic/Enclititic (Klavans 1985), and
assumes that clitics originate in the XP they would be immediately dominated by if
they were ordinary words (Zwicky 1977, Kaisse 1982), ti¢ in Classical Greek has
been analysed as appearing in first or second position (P2: Before/After) with respect
to the first constituent (P1: Initial) of its domain, where 1t attaches leftward
phonologically (P3: Enclitic) (Taylor 1990:15-19, 131-164). On this analysis,
adnominal Tig originates in NP, but may move to other domains (Taylor 1990:138-
143). In my sample, adnominal t1g usually appears in second position in IP or VP

(75a) or NP (75b).*!

# In most cases, it is ambiguous whether a clitic in second position in the clause is in IP or VP;
instances of unambiguous VP clitics are indirect object clitics in examples like Kpoicog uév dn tadtd ot
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(75) a. oi 82 w¢ éxaotol Tiva eixov éAnida swtnpiac (Thuc. 4.96)
And others in whatever way each had any hope of safety
b. moAéutor ydp dAAot égatvovto £ dkporg Tiolv ioxupoig (Xen. An
5.2.16)
Other enemy forces kept appearing in some secure high positions

Since the position of t1¢ is partly determined by phonological rules specific to clitics,
it differs from the other quantifiers I have looked at so far, in forming a continuous
phrase with its nominal when it is postposed. Furthermore, though according to the
analysis above t1¢ can take either first or second position in its domain and thus can
form a constituent with following nominals, in many such instances it is ambiguous
whether the clitic is taking first position in NP or second position in IP (or VP),
followed by a stranded noun (76a-b). At first glance these examples seem likely to be
integrated, but in very similar examples adverbial material can intervene between the

clitic and a following noun (76c-¢).*

(76) a. éav té rig 06puvPog yiyvntal, dei émoaar tov Tmov Tépon avdpi kal

xoAwv@oot (Xen. An. 3.4.35)
And if there is any disturbance, a Persian man has to saddle and
bridle his horse

b. xai iva éAmida eixov £¢ 10 #yyutépw avtovc un mpoiévar (Thuc.
2.21)
And they had any hope that it would not come into their near vicinity

c. xata yfv 8¢ méAepog, 60sv T1g kai dVvauig napeyéveto, ovdELG
Euvéotn (Thuc. 1.15)
As for a war on land, at least one from which any power arose, none
occurred

d. éxAumoloa pev oLdEva xpévov To Tavtdnaoty, EyEveto O¢ Tig Suwg
Sroxwyn (Thuc. 3.87)
Having at no time left them completely, though there had been some
cessation

e. Kalydp Tiva kal vmoPiav OO TOV TAPOVTWY Kak@V £¢ GAARAoUG
gixov (Thuc. 6.103)

vmetifeto (Her. 1.156) ‘Croesus suggested these things to him’ (Taylor 1990:144-46).
%2 In Thucydides, there are multiple examples of adverbial ka1 between Ti¢ and a following noun, and
there are no examples of ka1 between a noun and following t1g.
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For they also even had, under their present bad circumstances, some
suspicion against one another

In the case of t1g the principle that postposed quantifiers are less likely and preposed
quantifiers more likely to be integrated with the noun is reversed; it i1s postposed t1g

that is integrated and preposed t1g that is often a separate phrase.

Another fact about the placement of ti¢ lends support to the theory that QN-order
quantifier phrases are more integrated than NQ ones, though the support again comes
in the form of evidence about modifier-noun integration, which may or may not be
relevant for quantifier-noun integration. As an NP clitic, tig appears in second position
in AN-order adjectivally modified phrases (A ti¢ N); it does not, however, appear in
second position in NA-order phrases (*N t1g A). Instead, in such phrases it follows the
modifier (NA t1¢). This would be explained if in the latter case the N and the A are
separate phrases, because if that were true the clitic would be in second position in its

domain, the adjective phrase (Taylor 1990:141-143).

3.6.3 Discontinuity

In the sample, adnominal t1g is continuous with agreeing restrictions about five times
as often as it is discontinuous from them (34:7 for 11 in the Anabasis). It is
discontinuous from genitive restrictions somewhat more often, with a ratio of about
3:2 in favor of continuity (28:18 for t1¢ in the Anabasis). The higher rate of
discontinuity with genitives is probably partly to be accounted for by more

topicalization of genitives (as in 77a).

(77) a. T@V 8¢ OTPATIWTAOV AVTEAEYOV TIvEC QDT Ur] 1EVAL TTAVTAG TOUG
Aoxayoug kai otpatnyovs (Xen. An. 2.5.29)
As for the soldiers, some argued with him, saying that the company
commanders and generals should not all go
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Discontinuity with an agreeing nominal is usually the result of ti¢ appearing in second
position in IP instead of NP (see example 75a above). In this respect, the behavior of
116 again differs because of its clitic status from that of the universal and negative
quantifiers. Discontinuous universal and negative quantifiers were usually in strong
contrastive focus in head-interrupted hyperbaton of the same type seen with strongly

focused adjectives (Devine and Stephens 2000:33-87).
3.7 Existential and negative quantifiers in Classical Greek

Classical Greek has a lexical negative quantifier, o0d¢ig. It also has a weak clitic
indefinite quantifier, tig, and a non-clitic indefinite quantifier, £€vio, that is regularly
strong. These quantifiers can all be either pronominal or adnominal, and when
adnominal they are more likely to form continuous phrases with their restrictions than
to be discontinuous from them. Preposed adnominal o0d¢ig is usually part of a
continuous quantifier phrase, while postposed 00d¢ic can usually be analyzed as
involving a topic noun coindexed with a focused quantifier argument. The distribution
of Ti¢ is determined by rules specific to clitics, but it is important to note that in
Classical Greek 116 can cliticise at the NP level, so it does clearly combine with NP
into some kind of constituent. The negative quantifier o0dei¢ can participate in
negative concord. QN-order continuous object quantifier phrases with o0d¢ic appear

more often in preverbal focus position than their universally quantified counterparts

did.
3.8 Existential and negative quantification in Homeric Greek

The negative quantifier o00¢ig is present only in very limited form in Homeric Greek.
¥ Of the 21 instances in all of Homer, more than half are adverbial, in the form of the

neuter accusative o0d€v, which has emphatic negative meaning “in no way; not at all”

# Counts in this section are for the Iliad only unless otherwise specified.
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(78a). As for the rest, there are two tokens of a formula with independent dative o0l

(78d), and six or seven instances of 000¢v that are pronominal (78b) or adnominal

(78c¢) rather than adverbial.*

(78) a. &AM éyw o0dEv og PpE€w kakd (11. 24.370)

But I will in no way do you harm

b. ¢ 008&v yAdkiov f¢ matpidog 008 TokAwv yiveral (Od. 9.34)
So nothing is sweeter than one’s country and parents

c. T uev ktépag o0dev opoiov (1. 10.216)
To that one no gift will be equal.

d. &AAa oAl mpoBésoke, TO OV uévog ovdevi eikwv (11. 22.459, Od.
11.515)
But he ran far forward, in his fury yielding to no one

There is no other lexical negative quantifier in Homeric Greek that corresponds in
function to Classical Greek o0dei¢. Instead, negative quantification in Homeric Greek

is normally expressed by the negative particle o0 used together with the indefinite

clitic Tig (79a-b).

(79) a. o0 tig éued {Ovtog Kail £mi xBovi depropévoro / ool koiAng mapa
vnot Bapeiag xeipag énoioet / cvundvrwv Aava@v (I1. 1.88)
No one while [ am living and looking on the earth will lay heavy
hands on you next to the hollow ships, of all the Achaeans
b. oUté ti pe déog {oxet dxrprov oUté T1g 8kvog (11. 5.817)
No lifeless fear holds me back, and no hesitation
In Homer, the negative adverb o0 appears in first or second position 95% of the time
(74% first, 24% second), and is directly followed by the verb about 50% of the time;
in Classical Greek, the rate of first position negation hovers around 60%, and the rate
of coherence with the verb around 80% (Moorhouse 1959). At the same time, in

Homer the enclitic pronouns take VIP (a VP indistinct from IP) as their domain 99%

of the time regardless of where they might be thought to originate; this exends even to

# About two thirds of instances of 008¢ig in Homer occur in the Odyssey {13:8). Of the eight or nine
non-adverbial examples, six are from the Odyssey.
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arguments of subordinate infinitive and participial clauses (Taylor 1990:33-71, 50 as
modified by Kiparsky 1996). Because of this, o0 and ti¢ are very often directly
adjacent, so it is reasonable to wonder whether they are actually one lexical item
masquerading as two separate words, like English no one. Examples in which they are

separated by other particles provide clear evidence that they are separate words (80a-

e).

(80) a. 000 ol nw tig €1 £nédwke Buyatpi (11. 9.148, 290)

So many as no one has ever given with his daughter

b. o0 ydp tig 1 Unép aicav dvnp "Aidt mpoid et (1l. 6.487)
For no man will send me to Hades contrary to fate

c. oU Kév Tig uv €pOkakev avtifoAnoag vooet Bedv (11. 12.465)
No one could have come up against him and warded him off, apart
from the gods

d. émel o0k dpa T1g Xdp1c Rev udpvacBar dnfotorv Er’ &vdpdot (1. 9.316)
Since there was no gratitude for fighting against deadly enemies

e. TV & AAAwv ol rép TV’ avaivopal o0d abepiCw (Od. 8.212)
Of the others I refuse not even one, nor scorn them

In the examples above, the effect of negative quantification is achieved by sentential
negation scoping over an indefinite pronoun. When the indefinite occurs outside the
scope of the negative, it gets an existential or specific reading. There are two instances
in Homer where 11 occurs together with sentential negation but outside its scope, and

in both of them the quantifier is or could be interpreted as specific (81a-b).

(81) a. &t oV meloecBau diw (11. 1.289)
With regard to which I think someone will not obey him (someone =
Agamemnon, the speaker)
b. &AAdG TV’ 00 @ev€ecBat dlouar aimvv AeBpov (Od. 22.67)
But someone, I think, will not escape sheer destruction (someone =
Eurylochos, the interlocutor)
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In Homeric Greek, then, the standard mechanism for expressing negative
quantification is not a lexical negative quantifier, but rather sentential negation

scoping over an indefinite.

Existential quantification is expressed by ti¢, as it was in Classical Greek. As in
Classical Greek, ti¢ can be specific (82a), non-specific (82b), generic/arbitrary (82c),

or qualifying (82d) (Kiithner-Gerth 1898-1904/1955:662-666, Smyth 1956:310,
Cooper and Kriiger 2002:2308-2315).

(82) a. vnRodg Tig Tupin kikAnoketal (Od. 15.403)
There 1s a certain island, called Syria
b. énel k€ 11§ O&ET xaAk® / TOPag ne Padav peBéwv €k Buudv EAntat
(I1. 22.67-8)

When someone, having struck or hit me with sharp bronze, takes the
life from my limbs

c. ©de 8¢ Tig efmeokev 18av é¢ mAnoiov &AAov (I1. 2.271 and elsewhere)
So a man would say, looking at another nearby

d. pvnuoovvn tig énerta mopdg dnioto yevésbw (11. 8.181)
Let it then be a kind of reminder of the deadly fire

The strong partitive quantifier £vio1 does not occur in Homer.* Contrast between
various parts of a group 1s usually expressed via the combination of demonstrative
pronouns and contrastive particles discussed above for Classical Greek, the pattern ol

uév...oi O¢ (83a-b).

(83) a. avtap énel kata pev Tpdwv Bdvov Socot dpiotot, / ToAAol &
‘Apyeiwv ol uev ddpev, ol d¢ Ainovrto, / tépBeto 8¢ Ipidporo méALg
dexdtw éviavt® (I1. 12.13-15)
But when the best Trojans had died, and of the Achaeans many had
been conquered and others had left, the city of Priam was sacked in
the tenth year

b. o1& d&Alot mpoc "OAvurov Toav Beol aiev €dvteg, / of pev xwdpevor,

o1 8¢ uéya kvdidwvrec (11. 21.518-19)

# Nor does the emphatic indefinite dctic00V.
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And the other immortal gods went toward Olympus, some angry,
others very triumphant
Negative and existential quantification are done very differently in Homeric and
Classical Greek. In terms of lexical inventory, where Classical Greek has a negative
quantifier and two indefinite quantifiers, one a clitic that is almost always weak and
one a non-clitic that is often strong, Homeric Greek has only a weak existential
quantifier. In terms of syntax, Classical Greek quantifies at the phrase level, where

Homeric Greek does more of its quantification at the clause level.

3.8.1 In the phrase

Because t1¢ almost always occurs in second position, any element that wants to form a
contmuous constituent with it must appear either in first position or directly following
second position. There are abundant examples in which t1¢ is adjacent to an agreeing

nominal or modifier, or a partitive genitive. Here are some examples with the agreeing

element or genitive in first position (84a-c):

(84) a. &yyeAinv Tivé Tor yourjoxe kvavoyaita / fABov Sebpo pépouca

napai Atog aiyioyoto (1. 15.174)
A certain message for you, dark-haired earth-embracer, I came here
bearing from the side of aegis-bearing Zeus

b. eiolv pév pot naideg duvpoveg, eiol e Aaol / kal TOAEeGg, T@V KEV TG
gnolyouevog kaAéoetev (11. 10.171)
I have blameless sons, and many followers, some one of whom could
go and call them

c. OAiyov & ti W focov éripa (Od. 15.365)
It was by a small amount that I was less honored

When there is negation, it follows the element in first position, separating it from the
indefinite (85a-b). Adverbial negative polarity particles, which normally appear in
between the negative adverb and indefinite pronouns in the clitic cluster, may also

intervene (85¢-d).
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(85) a.

riowvr} &' 00 tig naddg éyiyvero teBvndrog (I1. 13.659)

There was no blood price for his dead son

TGOV PN TG LIek VYot ainvv SAeBpov (11. 6.57)

May none of them escape sheer destruction

€A0¢ & ol e Tt mépavran (11. 2.122)

And no end has yet been seen

TV & GAAWV o0 1tép TV’ dvaivopat 008 d0epilw (Od. 8.212)
Of the others I refuse not even one, nor scorn them

Agreeing elements and genitives can also directly follow the clitic cluster (86a-c).

(86) a.

fpire & wg 6te T1g OpO¢ Apinev R dxepwis / Ne witug PAwbpn (1.
13.389)

He fell, as when some oak falls, or a poplar, or a tall pine

ieto & aiel / Né Tiva Tpdwv £pePevvii vukti kaAvpat (11. 13.425)
And was always eager cither to cover some one of the Trojans with
dark night

GAAG T1g dpTienng Kal énikAonog émAeo uobwv (11. 22.281)

But you are someone quick with words and were tricky in your
speech

Negation and clitic adverbials precede this type of potential phrase (87a).

(87) a.

KaAX U, of’ o0 1w T1¢ dvhp Wdpotot @dpnoev (11, 19.11)
Very beautiful, such as no man has ever worn on his shoulders

Definite pronominal clitics, however, usually follow indefinites in the second position

cluster, and when they do, they separate the indefinite from anything that follows

(88a-1).

(88) a.

b.

GAN’ €1 Tig pot dvnp du’ €morro kai aAAog (11. 10.222)

But if some other man were to go along with me

o0k 018, f§ Tic uiv B¢ popev (Od. 4.710)

I do not know if some god stirred him up

fAvbov i Tivd pot kAnnddva matpog évionoig (Od. 4.316)

I came in hope that you might give me some news of my father

oUK &v Ti¢ og Bpot@v & aneipova yaiav / veikéor (Od. 19.107)

No one of the mortals on the boundless earth would quarrel with you
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f. @palécbw un tig ol Gueivwv oeio paynto (I1. 5.411)
Let him take thought lest someone better than you fight against him
It 1s also common for T1¢ to be separated from agreeing elements by all manner of non-

clitic material (89a-f).

(89) a. eitiva ol oUv ufty auvpova tektrvoatto (1. 10.19)
If he might frame together with him some faultless plan
b. €1 8¢ Tiva @peoiv ot Bsonponiny dAeeiver (11. 11.794)
If in his heart he is trying to evade some oracle
c. 7 tev onua Bpotoio nalat katatebvndtog (I1. 23.331)
Either the grave of some long-dead mortal
d. poipav & ol tiva pnui teguyuévov Eupevat avdpdv (11. 6.488)
I say that no one among men has ever escaped fate
e. o0LY apa tig ot ueta ppeot yiyverar aikn (I1. 4.245)
And there is no strength in their hearts
f.  @de b6¢ Tig elneokev Axoudv te Tpwwv te (11. 3.319)
So a man would say, of the Achaeans and the Trojans
In Classical Greek, t1¢ could cliticize at the NP level as well as at the clause level. In
Homer, it almost always cliticizes at the clause level. That alone casts some doubt on
the likelihood of Ti¢ forming continuous phrases with NPs, since its placement is
defined in terms of the clause and not the phrase. Nevertheless, it seems possible that
11 could be part of a continuous quantified phrase, as long as that phrase was located
or relocated in a way that would allow t1¢ to satisfy phonological constraints on clitic
placement by appearing in second position. If that were the case, however, one would
think that when there were other elements in second position, such as negation,
indefinite adverbs, and definite pronouns, Ti¢ would appear at the edge of the clitic
cluster so as to stick together with agreeing lexical material. But that is not what
happens. Instead, it and other clitics seem to follow independent rules of clitic

ordering within second position, while agreeing lexical items independently move

around to topic, focus, and tail positions.
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3.8.2 In the clause

The clausal syntactic behavior of T1¢ is determined by its status as a second-position
sentential clitic. Like other second-position indefinite clitics, it is sententially rather
than lexically negated. Where English has negative polarity and Classical Greek
negative concord, Homeric Greek has multiple indefinite clitics, including tig,
appearing together under sentential negation. Since T1i¢, as a sentential clitic, does not
form branching noun phrases, there is no question of whether object phrases with ti¢

appear in preverbal focus position.

Homeric Greek does not have negative concord. Multiple indefinites regularly appear

under the scope of a single negation (90a-b).

(90) a. #vO o0 ti¢ mote pfitiv opotwOipeval dvtnv / f0eX’ (Od. 3.120-1)
There no one ever tried to compete against him in craftiness
b. 008 timn Svvapm npoxeety pdov (1. 21.219)
And I am not at all able to pour forth my current anywhere

There are no morphologically negative adverbials like those found in Classical Greek,
nor are there special negative polarity forms like those found in English and other
languages. Instead, the same indefinite adverbs appear in both positive and negative

contexts (91a-d).

(91) a. kaimoté tor tpig tdéooa napéooetat ayAad ddpa (I1. 1.213)

And someday there will be three times that many splendid gifts for
you

b. o0 pév cof mote ioov Exw yépag (1. 1.163)
I never get a prize equal to you

c. & ’'0dvoed pdha nwg pe kabikeo Buuov évinfy / apyakén (1. 14.104-
5)
Odysseus, you somehow very much struck me at the heart with this
harsh rebuke

d. o0 yap nwg av yupuvog éwv Tpweoot payorro (1. 17.711)
For there is no way he would fight the Trojans unarmed
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In Classical Greek, not only does negation get lexically combined with indefinites, but
the lexical negative adverbs are themselves in turn usually closely associated with the

verb phrase (92a-b).

(92) a. ai b¢ towalral déonotvar aiki{Opeval T cwpata TV GvOpwnwy Kal
TaG YPuxag Kal Tovg oikoug obnote Afyovoiv (Xen. Oec. 1.23.2)
Mistresses of that sort never cease tormenting the bodies and souls
and households of men
b. movnpia pév yap dpetiv te Kal autrv obnot &v yvoin (Pl. Resp.
409d8)
For badness could never understand both virtue and itself
In Homer, negation is usually sentential and the basic indefinite adverbs are always in
second position. This is another area in which Homeric Greek prefers to do things at

the level of the clause rather than at the level of the phrase.

Universally quantified QN-order branching phrases were very rare in preverbal focus
position in Homer. Potentially branching phrases with t1¢ do occur in preverbal

position (93a-b).

(93) a. &AN dye dn Tiva pdvtiy épeiopev A iepfia (11, 1.62)
But come, let us ask some soothsayer or priest
b. o0 pev ydp T1 kKakwtepov dANo taBorur (11. 19.321)
I could not suffer anything else worse
As I argued above, however, the independence of clitic ordering within second
position seems to argue against the integrated interpretation. If, for example, in 81a the
exhortation was not just to call a soothsayer but to call a soothsayer for him, or me, or
them, the definite pronominal clitic would likely be placed between the indefinite and

noun. There are some examples in which adverbial particles break up a directly

preverbal T1¢ plus genitive string (94a-b).

(94) a. nvvd ov Aava@dv pokaiécostar (11.7.39)
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If perhaps he will challenge someone of the Danaans
b. &i tiva mov dniwv €Aot (I1. 10.06)
If perhaps he could kill someone of the enemy

In the realm of negative and existential quantification, then, there are no clear cases of

branching QN-order quantified phrases in focus position in Homeric Greek.
3.9 Existential and negative quantifiers in Herodotus

In Herodotus, negative and existential quantification are accomplished in much the
same way as they are in Attic prose. Herodotus has the negative quantifier 00d¢ig
(95a). He also has both strong and weak indefinite quantifiers, the clitic Tig that is
usually weak (95b) and a couple of non-clitics that are usually strong. "Eviol occurs
only a few times in Herodotus (95¢). More common is pete€étepot, which seems to

have the same function (95d).*

(95) a. ovdE o1 £kdidoobat ovdeig Buyatépa é0éAer (Hdt. 2.47)

No one is willing to give his daughter in marriage to them

b. Eiol 8¢ Tiveg vopddeg dvBpwrot, Zaydptior kadeduevor (Hdt. 7.85)
There are some nomadic people called the Sagartians

c. £¢tooovTov BopuPov drikovto wg Eviol TV oTpaTNYDHV 0VOE
KUpwOAVaL EPEVOV TO TIPOKEIPEVOV TIPTYHA, AAN €¢ Te Tag VEag
£0€TUTTOV Kal <T> 1oTia deipovto w¢ drnomAevoduevor (Hdt. 8.56)
They fell into such confusion that some of the generals didn’t wait for
the question at hand to be decided, but rushed off to their ships and
raised sail to run away.

d. oloUnn npoPdtwv kaioveot TAC €v tiiot kopvetiot AEPag, pete€étepor
3¢ abT®V Tag €v To101 Kpotdgorot (Hdt. 4.187)
They burn the veins in their scalps with wool fat, and some of them
those in their temples

The syntactic behavior of the negative and existential quantifiers in the clause and

phrase in Herodotus is basically similar to that of Attic prose. Tig can cliticise either at

¥ MeteEérepor does not occur in Attic Greek, but it does occur in the Hippocratic Corpus, which shares
Herodotus’ lonic dialect.
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the clausal (96a) or phrasal level (96b). QN-order branching quantified phrases with

oVdel¢ can occur in object position.

(96) a. 'H d¢ Alywvain, thi¢ £tpinpdpxee Acwvidng, kal Tivd o@t 86pupov
napéoye (Hdt. 7.181)
The Aeginetan ship, whose captain was Asonides, even gave them
some trouble
b. 01 8¢ Nlehaoyol ipdv Tiva AGyov mepl abtol EAeav (Hdt. 2.51)
The Pelasgians tell some holy story about this 5
C. Kal €EWLT®OV UN Tpokatnuévwy Twvag ovdepiav éAnida eixov
xatpovtag npog t@v Mepofwv anaAla&erv (Hdt. 9.106)
And without themselves defending them, they had no hope that the
Tonians would escape the hands of the Persians without being
punished
The existence of separate strong counterparts to Ti¢ in Herodotus and Attic Greek
raises an important issue. The difference in existential and partitive quantification
between Homer and Classical Greek is not just that Classical Greek developed another
word for ‘some’, but that it developed a new type of quantifier that was not found in
Homer. That Herodotus has the same type of new quantifier, but represented by a
different lexical item, suggests that there is something more general and systematic

going on than just vocabulary change.
3.10 Summary: Negative and existential quantification

In the section on universal quantification, I pointed out differences of both inventory
and syntactic behavior of quantifiers between Homeric Greek and Classical Greek. In
the realm of negative and existential quantification, there are the same two types of
difference. Again, Classical Greek has quantifiers that Homeric Greek lacks. Classical
Greek has a lexical negative quantifier, o0d¢eic, a weak clitic indefinite/existential, tig,
and a strong non-clitic indefinite/partitive, €viol. Homer has only the weak

indefinite/existential clitic, t1g, and no lexical negative or strong/partitive quantifier.
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Instead, Homer uses other mechanisms to accomplish negative and strong/partitive
indefinite quantification. Negative quantification is accomplished by sentential
negation scoping over ti¢. Most situations calling for strong/partitive indefinite

quantification are probably handled by the oi pév...o1 8¢ construction.

These differences in inventory have more obvious syntactic correlates than did the
differences found with the universals. For one thing, even the shared item, the clitic
T1G, 1s a different type of clitic in Homer than it is in Classical Greek. In Classical
Greek, t1¢ can take a DP or NP as its domain of cliticization; when it does, it forms a
syntactic unit with its restriction. In Homeric Greek, ti¢ 1s almost purely a sentential
clitic, appearing in second position in the clause. Where Classical Greek has three
different lexical quantifiers, all of which can combine with nominal restrictions to
form larger syntactic units, Homeric Greek has one quantifier that does not. This
means at minimum that in Homer, negative and existential quantification happen at the
level of the sentence, while in Classical Greek, they more often happen at the level of

the phrase.
3.11 Vague count and mass quantifiers in Classical Greek

Classical Greek has vague count and mass quantifiers, toA0g/moANof and
SAyoc/0Alyor, that like their English counterparts many/much and few/little can be
either weak or strong. For these quantifiers, the weak reading tells you that the
cardinality of the intersection of the restriction and predicate is large or small relative
to some contextual domain, whereas the strong reading takes the cardinality of the
intersection of the restriction and predicate and tells you whether it is large or small
relative to the cardinality of the restriction as a whole. In 97a below, 1t is asserted that
the number of cedars in the park is large, and the number of redwoods small; many

and few are interpreted as weak. In 97b, it is asserted that the number of white boats is
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large relative to the total number of boats in the harbor, and the number of yellow

boats small.

(97) a. There were many cedars in the park, but few redwoods.
b. Many of the boats in the harbor are white; few are yellow.

Both readings are also available for the vague mass quantifiers (98a-b).

(98) a. They gave us much water but little food.
b. Much of the water was contaminated, and little of the food was
edible.

In Classical Greek, the count and mass quantifiers are both formed from the same root;
noA0¢ and dAlyog , which like other Greek quantifiers have the morphological
characteristics of adjectives and inflect for case, number, and gender, can quantify
over both grammatically plural count nouns and grammatically singular abstract and

mass nouns. Here are some strong and weak examples of each (99a-d).

(99) a. 0 d¢ moAUG oD Adyov Tovtolst éotal w¢ eicenofnoav (Dem. 44
6.2)
The large part of their argument will be that they were adopted

b. ANV el 11 tapéAdinov Ey® mpodg OATyov Udwp dvaykalduevog Aéyev
(Dem. 41 30.6-7)

Unless I have left something out because I am forced to speak with
little water (remaining)

c. tadt évvoolpevor kal aBOUWG Exovteg OAlyoL HEv avTOV €ig TNV
gomépav oltov £yedoavto, OAlyor 8¢ ndp avékavoav, £ni 8¢ td StAa
moAAoi o0k AABov TadV TV vikTa (Xen. An. 3.1.3)

Having these things in mind and being dispirited, few of them tasted
food in the evening, few burnt a fire, and many did not go to their
camp that night

d. évtedBev avOpwmot pev mavu OAlyor EAneOnoav, Poeg 8¢ kai 6vol
moAMol kal poPata
In that place very few men were captured, but many cattle and sheep
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Vague count and mass quantifiers can also function as predicate adjectives (100a), and

be coordinated with regular adjectives (100b).

(100)a. oUto1 dAfyol Te Aoav kal OTrikoot TGV Mosouvoikwy (Xen. An.
5.5.1)
These men were few and subject to the Mossunoikoi
b. 1] 8¢ GAAN xpa kaAn kai ToAAY, kai kOuat v avTh] glot ToAAai kai

oikovueval (Xen. An. 6.4.6)
The rest of the country is beautiful and plentiful, and there are
villages 1n it [that are] numerous and inhabited

Examples of this predicate type are very common in the Classical Greek sample, much

more common than their English counterparts (‘the reasons for not doing that are

many and very convincing’) which sound a bit old-fashioned.

3.11.1 In the phrase

In Classical Greek, the vague count and mass quantifiers can be either strong or weak.
With an agreeing restriction, they are weak; with partitive genitive restriction, they are
sometimes strong. Definite restrictions are usually partitive genitive, and indefinite
restrictions agreeing, but when a definite restriction is agreeing, the quantifier appears
in DP-internal position. Both types of phrase, those with agreeing and those with
genitive restrictions, have Q(D)N order at a rate of about 65%, and are 90%
continuous. So far then, in Classical Greek, the universals and the vague count and
mass quantifiers are more likely to be Q(D)N than (D)NQ); only the negative quantifier
is more likely to be (D)NQ. The vague count and mass quantifiers have the lowest rate
of discontinuity yet: for ndg plural, the rate was about 25%, for o0d¢ic with agreeing
restriction 22% and with partitive genitive restriction 43%, whereas for vague count
and mass quantifiers the rate is about 10% regardless of type of restriction. The lower
rate of discontinuity may be accounted for by the predominance of weak readings,
which are more adjectival than quantificational, since adjectives are in general less

likely to float in Classical Greek than quantifiers are.
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Definiteness and relationship with the determiner

Definiteness plays a role in the strong/weak distinction, both in English and Greek, as
well as other languages. The most well-known test for quantifier strength 1s
acceptibility in existential sentences; definites and strong quantifiers are unacceptable,

while indefinites and weak quantifiers are acceptable (Milsark 1977).

(101)a. There is/are *the/every/all/SOME/most/both guest(s) in the garden.
b. There is/are a/some/no/few/many guest(s) in the garden.

Proportional readings are dependent on an overt or contextually established definite or
specific restriction set. In English, determiner or adnominal vague quantifiers can be
either weak or strong, but when they are combined with a definite partitive genitive
restriction, it becomes much more difficult, if not impossible, to get a weak reading. if
many in 102a is weak, a large number of salesmen walked 1in, and if it 1s strong, a large
proportion of some definite set of salesmen walked in. In 102b, the weak reading is

difficult or not available.

(102)a. Many salesmen walked in.
b. Many of the salesmen walked in.
In Classical Greek, adnominal moAAof and 6Afyor get a weak interpretation, whether
the agreeing noun is definite or indefinite.®” Here are some examples with indefinite

restrictions.

(103)a. évradBa foav kduat ToAAai peotai oitov kai ofvov (Xen. An.
1.4.19)
There were many villages there full of food and wine

*7 In Kiithner-Gerth (1898-1904/1955:339), it is noted that adnominal toAAof and dA{yor and cardinal
numerals, in contrast to moAAof and dAiyo1 and cardinal numerals with the partitive genitive, get an
adjectival reading, or what would be described as a weak reading according to the criteria laid out
above: ‘toAAoi, OAlyol &vBpwnot express a totality consisting of many or few people, a large or small
number of people, just the same as oi ToAépio1 foav; Tpeig Nueic AueY, we were three in all, where one
says in German: there were three of us [es waren unser drei}, Tpeic f|u@v foav, there were three of us
[es waren drei von uns], of our number’.
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b.

Kal a0TOV Gvdpeg OATyot Emyovto, £Toipol Gvieg TRV TOALY
napadodval (Thuc. 4.110.1)
And a few men invited him in, being prepared to betray the city

The universal quantifiers nd¢ and €xactog occupy a DP-external position in the

nominal complex, except for mdc on its adjectival meaning ‘whole’, which occupies a

DP-internal position. Like adjectival ndg, the vague count/mass quantifiers are DP-

internal. When they combine with an agreeing articulated noun, they follow the

determiner and get a weak, adjectival interpretation.

(104)a.

b.

TAVTEG 0t AvBpwrot

All the people

ol mavteg avBpwrot

The people in their entirety

*1toAdol o1 &vBpwrot, 6Alyol ol dvBpwor

*(Many of the/the many) people, (few of the/the few) people
(OK as: The people are many, the people are few)

ol moAAoi &vBpwmot, ot OAiyor &vBpwrot

The many people, the few people

With a definite partitive genitive restriction, strong readings are possible.

(105)a.

¢yw yap, £@n, o1da 11 EPovral ToAAol TGV VEWV €HoD fiyouuévou
(Xen. An. 4.1.27)

For I know, he said, that many of the young men will follow if [ am
the leader ‘

"Eni dvtag,”" €pn 0 Zevg, "kal TAvTeg LETEXOVTWV: OV ydp GV
yévorvto moAelg, el OAlyol abT®V petéxotev Womep AAAWY TeXVOV
(PL. Prt. 322¢1-4)

“To all”, said Zeus, “and let them all share; for they would not
become cities, if few of them were to have a share, as they do of the
other skills”

Greek differs from English, however, in that the presence of such a restriction does not

guarantee a strong reading (106a-b). If you want to say that a bunch of footsoldiers

died, and also some cavalrymen were killed, for example, you can say “many of the
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footsoldiers died, and also some of the cavalrymen”, without necessarily incurring a

proportional interpretation.

(106)a.

Kal avtog anofviokel kal TV Xiwv moAAol kal OmAa EAN@On moAAd
(Thuc. 8.55)

Both he himself died and many of the Chians and a lot of weaponry
was lost

KaAAiac & ad O tdv Adnvaiwy otpatnydc kai oi Euvdpxovteg Tolg
pév Makeddvag innéag kal t@v Euppdyxwv 0Alyous émi 'OAOVOoL
anmonéunovotv (Thuc. 1.62)

Callias, the general of the Athenians, and his colleagues sent the
Macedonian cavalry and a few of the allied forces to Olynthus

English few can be rendered unambiguously weak by the addition of an indefinite

article or quantifier (107a-c). Even if a definite partitive genitive is added, the

interpretation remains weak (107d-e).

(107)a.
b.

c.
d.
e.

There are a few children in the park.

A few redwoods fell on cars.

Some few redwoods remain in the park.

There are a few of the children in the park.

Some few of the redwoods will be visible from the road.

Greek does not have an indefinite determiner, but 6A{yot can be combined with the

indefinite quantifier tiveg, yielding a clearly weak interpretation, also with or without

a definite partitive restriction.

(108)a.
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ToU¢ & éneABovtag OAlyag Tivag fuépag €v T yij uelvavrag
anéneppev € oikov (Thuc. 8.71.3)

And the reinforcements he sent home after they had stayed some few
days in the country

obtot 8¢ toic 'ABnvaioig pePondrkecav, kal "Tufprot kai Ajuviot
Kol TOV AWV OAlyor tiveg Euupdywv (Thuc. 3.5)

These people had helped the Athenians, and [so had] the Imbrians
and Lemnians and some few of the other allies.



So far I have been discussing only examples involving overt restrictions. What
happens when the count and mass quantifiers stand on their own? They can be either
weak or strong. Weak examples tend to be null-restriction quantifiers over highly
predictable and therefore omissible nouns, with meanings like ‘many men/women’

(109a), or ‘a lot of stuff/money’ (109b).

(109)a. mapa 3¢ PaciAéwg moAlol tpdg Kipov anfidbov (Xen. 4n. 1.9.29)
Many people defected from the King to Cyrus
b. #oti 8N Aowndv, ofpat, mévrac elogépety, &v moAAGVY §€n, ToANS, &v
OAlywv, OAlya. (Dem 1 20.6)
What 1s left, I think, is for everyone to contribute, if there is need of a
lot, a lot, if of little, a little.

Strong examples refer back to an already established definite set (110a).

(110)a. ol 8¢ Opdke¢ NBpoilovto ol drapevyovteg ToAAoi 8¢ Siépevyov
neAtactal Svteg OmAiTag €€ aT@V TAOV Xelpdv (Xen. 4n. 6.3.4)
The Thracians who got away were gathering together; and many of
them were escaping, since they were light-armored, out of the very
hands of the hoplites
This last type is perhaps the most common strong type; a definite set is established in

the context, and subsequent predications involve various proportions of that set.

When moAMoi or dAtyor is itself articulated, it can get a comparative/superlative
proportional interpretation (Smyth 1956:298, Kiihner-Gerth 1898-1904/1955:635-37).
“The many” means “the large part” which implies “the larger/est part”. This
configuration can be proportional not only with genitive restrictions (111a) but also

with an agreeing topicalized restriction (111b).

(I11)a. ol uev moAhol TdV Xiwv oVk £1d0TEC Ta Mpaoodpeva, ol 3¢ OAlyor kai
Euverddtec (Thuc. 8.9.3)
That the majority of the Chians did not know what was being done,
and the minority who were in on it...
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b. kal oikion ol pev moAAal énentdkesav, dAlya O mepificav (Thuc.
1.89.3)
And as for houses, the majority had fallen down, but a few survived

The point that will be most important for later comparison with Homer is that, though
weak readings are more common, there are unambiguous examples of strong readings
of moAAof and 6Aiyor in Classical Greek.

Quantifier order

In the Classical Greek sample, QN order is almost twice as common as NQ order for

branching continuous phrases with adnominal moA0¢ and 6Aiyog (Table 3).

Table 3: Quantifier order with adnominal toA%g and dAfyogin Xenophon™

TOADG OAlyog Both
Total %  Total % Total %
QN 79 61 23 8 102 65
NQ 50 39 4 15 54 35
Total 129 100 27 100 156 100

The two orders are associated with different pragmatic configurations. The typical QN

example involves weak focus on the entire phrase (112a-b).

(112)a. 0 & Ebvouog 0Aiyov xpdvov vmoueivag anénAer (Xen. Hell. 5.1.8)
Eunomos, having remained a short time, sailed away
b. &1 eidein oAAoUG avOpdoug Kai £¢ Tol epitoAdpyov kai GAAoce
Kot oikiag Euvidvtag (Thuc. 8.92.2)
That he knew that many people gathered at houses, both at the
commander of the patrol’s and elsewhere

In the typical NQ example, the noun is topic, and the quantifier focused (113a-b).

¥ For this and all other tables in this section, the sample for moAvg is all instances in the Anabasis, and
for 0Alyog all instances in Xenophon.

234



(113)a. Umowiag de moANGg mapeixe tf Te mapavouia kai {nAwoet T®OV
PapPapwv (Thuc. 1.132.2)
Suspicions, however, he incited in abundance, by means of his
lawlessness and emulation of the barbarians
b. @edyewv keAevel apuata e€avaotdvra dvo A Tpia kal Tovg OAiyoug
(Xen. Cyr. 5.4.4)
He commanded two or three chariots and a few cavalrymen to get up
and flee
QN order strings are more often continuous branching phrases, while NQ order strings
are more likely to be distributed over separate functional projections. In this respect,
the vague count and mass quantifiers resemble the other Classical Greek quantifiers I
have looked at so far. The main point to keep in mind is that in Classical Greek the

more coherent QN configuration i1s much more common than the less coherent NQ

configuration.

Discontinuity

Adnominal toAYg and 0Alyog are very rarely discontinuous from their restrictions in

the Classical Greek sample; ninety percent of instances were continuous (Table 4).

Table 4: Continuity with adnominal toA9g and dAfyog in Xenophon

TOADg OAlyog Both
Total %  Total % Total %
Continuous 129 91 27 87 156 90
Discontinuous 13 9 4 13 17 10
Total 142 100 31 100 173 100

From what few discontinuous examples there are, a couple of patterns are discernible.
More common with these quantifiers than with the others seen so far are presentational
verb raising constructions, where the preverbal noun is a topic and the quantifier a
stranded focus (114a-f) (see Devine and Stephens 2006 on this pattern in Latin). The

usual context is a list of events.
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(114)a.

Vik&Tal Kal 10 &AAo 10 mepi Tov IMeddpitov, kal adTog dnobvriokel
Kol TV Xiwv toAdol kai SrAa EAN@On toAAd (Thuc. 8.55.3)

The rest of the force surrounding Pedaritus was defeated, and he
himself died, and many of the Chians, and weapons were lost in large
numbers

dvBpwtol § év TV tex®v Tij aAwoet anébavov kai e(wyprdnoav
noAAot, kal xpruata toAAa td Evunavta €6Aw (Thuc. 7.24.2)

Men, in the taking of the forts, were killed and captured in large
numbers, and a lot of money was taken altogether

Kal &vdpeg T€ Tiveg anébavov avt@v OAlyot kal OmAa éAnedn (Thuc.
4.56.1)

And a few men among them died, and weapons were seized
Agovtivol yap aneABovTwv ABnvaiwy €k ZikeAlag UETA TNV
EouPaotv moAitag te Eneypdpavto oAAovg Kai O dfjpog TV yiv
gnevoetl avaddoaocbat (Thuc. 5.4.2)

The Leontines, when the Athenians left Sicily after the treaty,
enrolled citizens in large numbers, and the commons was considering
redistributing the land

Kal dvdpag € Tivag anéktetvav o0 moAAoug (Thuc. 8.70.2)

And they killed a few men

Kal EYneioavto kivelv kail vadg nAnpolv oUk 0Atyag (Thuc. 8.15.1)
And they voted to put it to use and man a large number of ships

Proportionally less common for these quantifiers is the quantifier-first head-

interrupted type, which involves strong focus on the quantifier and a predictable tail

noun (115a-b).

(115)a.

OAlyw uev yap otpatedpatt o0 toAunoet £@énecbar oAvv § éxwv
otéAov oV duvnoetal Tax£wg nopeveabal (Xen. An. 2.2.12)

For with a small army he will not dare to pursue us; but with a large
force he will not be able to march quickly

kol ToAARV gixov aitiav (Xen. 4n. 7.7.57)

And they got a lot of blame (emphasized in context)

There are also a number of sentences with subjects in quantifier-first hyperbaton

across the verb (116a-b). In these, the noun tends to be new information, and the

quantifier closely associated with the verb: “There was a lot of x in the/at the...”.
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(116)a. kai TOAUG AV WB1opOg i & B¥petpa. (Xen. An. 5.2.17)
And there was a lot of pushing around the gates
b. moAAai yap foav etaipat €v td otpateduart. (Xen. An. 4.3.19)
For there were many concubines in the army
What about branching phrases with genitive restrictions? Though this sample 1s much
smaller, the ratios of QN to NQ order and continuous to discontinuous phrases are
almost exactly the same as they were for the other group. QN is almost twice as

common as NQ (Table 5), and ninety percent of instances in the sample are continuous

(Table 6).

Table 5: Quantifier order of moAd¢ and dAfyog with genitive restriction in Xenophon

TOAO¢ OAlyog Both
Total % Total %  Total %
QN 14 70 7 58 21 66
NQ 6 30 5 42 11 34
Total 20 100 12 100 32 100

Table 6: Continuity of moAd¢ and dAfyog with genitive restriction in Xenophon

TOAOg OAiyog Both
Total %  Total % Total %
Continuous 20 87 12 100 32 91
Discontinuous 3 13 0 0 3 9
Total 23 100 12 100 35 100

The discontinuous configurations that occur are like those found in the adnominally
quantified group. In example 117a the verb is raised, the noun is topic and the

quantifier is focused; in 117b the quantifier is focused and the noun tail.

(117)a. €v tavty ) Siwéer 1oig PapPdpoic v te nel®@v dnéBavov ToAlol
Kol TOV IMnéwy €V Tf) xapadpa {woi EANgdnoav gig OxTwkraidexa
(Xen. 4n. 3.4.5)
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In that pursuit, the barbarians had many of their infantry die and of
their cavalry there were men taken alive in the ravine to the number
of eighteen

b. xaAen®g dieowlovro £ Tag "'OAnag, kal toAAol anéBavov avtdv
(Thuc. 3.108.3)
With difficulty they made it through to Olpae, and many of them died

The overall rate of discontinuity for the vague count and mass quantifiers in the
Classical Greek sample is much lower than the rate found for the universal navteg or
the negative quantifier o0d¢ic, in the same sample. This can probably be attributed to
the dual weak/strong nature of toAvg and 0Alyog, and the high ratio of weak to strong
instances, even in the partitive genitive restriction group. When weak, these
quantifiers are not much different from adjectives, which seem to have a lower
average rate of discontinuity in Greek than strong quantifiers like tdvteg.

Crosslinguistically, quantifiers are more likely to be movable (compare quantifier

floating in English) than adjectives.

3.11.2 In the clause: object position

Branching phrases with both partitive genitive complement taking and adnominal
noAU¢ and dAiyog regularly appear in preverbal focus position in the Classical Greek

sample. Not only the less-coherent NQ order (118a-d),

(118)a. kai 0 Inmiag d1a @oPov 1{dn pdAdov v T@V e TOALITGOV TOANOUG

£xteve kol Tipog ta £€w dpa dieokomneito (Thuc. 6.59.2)
And Hippias, already being more fearful, had many citizens executed
and at the same time started to look toward the outside

b. o 82 pdAiota AUGY TPovxoLoLY, TTmouC TE TOAAOUE KéKkTNVTAL Kal
oltw oikelw Kal ovk €nakt® xpodvrtal (Thuc. 6.20.4)
What they most have an advantage over us in 1s, they have horses in
great numbers and use domestic grain and not imported

c. TtV uev DActaciwv OAlyovg drnékteivay, uTo 0¢ TV KopvBiwv
avtol o0 moAAD mAeiovg diepB&pnoav (Thuc. 5.59.1)
They killed a few of the Phleiasians, and were themselves killed by
the Corinthians in not much smaller number

238



d. vadg pev OMyag EdaBov ot ‘Abnvaiot (Thuc. 8.106.1)
The Athenians took [only] a few ships

but also the more-coherent QN order can appear in this position (119a-e)

(119)a. oida ydp 81 kad Muooic BactAeds moAholg uév fiyepdvag av doin

(Xen. An. 3.2.24)
For I know that to the Mysians the King would give many guides

b. kal dvtitaxfévreg moANovG uev v apraldviwy arékTevay, oi 3¢
kal avTt@v anébavov (Xen. An. 1.10.3)
Having put themselves in line, they both killed many of the
plunderers, and were some of themselves also killed

c. & odg 1601 to0 ed@paivesdut ToAAXG doxoing mapéxet (Xen. Cyr.
8.7.13)
Which, know you well, provide many obstacles to happiness

d. évBuuoluevog 6t OAlywv pév nuepdVv avaykn €ootto amiéval (Xen.
Hell. 7.5.18)
Considering that within a few days it would be necessary for him to
leave

e. GAAQ todto 61 {owg 0Ok OAlyng mapapvBiag deitat kat niotews (PL.
Phd. 70b2)
But this thing requires perhaps not a little persuasion and proof

Continuous branching phrases in object position are somewhat more common with
these quantifiers than they were with the universals, negatives, and

existential/partitives.

3.11.3 Summary

Classical Greek has vague count and mass quantifiers that can be either strong or
weak. When they form phrases with their lexical restrictions, those phrases usually
have Q(D)N order (65%) and are far more frequently continuous (90%) than
discontinuous. And, those QN-order continuous phrases occur more often in preverbal

focus position than their universal, negative, and existential/partitive counterparts do.
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3.12 Vague count and mass quantifiers in Homeric Greek

Homeric Greek differs a bit from Classical Greek in how it divides up the territory of

vague mass and count quantification. As it does in Classical Greek, the range of

meaning of ToAU¢/moAAof in Homer includes not only much/many but also numerous

and large. Like much/many, it quantifies over mass nouns and plural count nouns.* It

can take either an agreeing (120a-c) or partitive genitive (120d) restriction, and like

most other Greek quantifiers can also stand on its own like a pronoun (120e¢).

(120)a.

b.

ToAAOC & éneAnAato xaAkdg (13.804)

And a lot of bronze was laid onto it

ToAAOV 8¢ dinguoe capkog 666vtt (Od. 19.450)

And it drew off a lot of flesh with its tooth

noAAag & 1pBipoug Yuxag "Aid npotapev / Hpowv (11. 1.3)
And sent many strong souls of heroes to Hades

1¢ efveka moAAoi Axai®dv / év Tpoin dmdAovro (1. 2.161)
On account of whom many Achaeans died in Troy

noAAoi & ovtdlovto kata Xpda VNAET xaAk®d (11. 12.427)

And many were wounded in the flesh by the pitiless bronze

But unlike much/many, mroAO¢/moAAoi can also modify singular group and count

nouns, with the meaning ‘large’ or ‘numerous’ (121a-¢).

(121)a.

ToAAOG & ipepdevta xopov meptiotad’ Suhog / tepmduevor

(11 18.603)

And a big crowd stood around a charming dance, delighting in it
ToAUG ¢ pot €ometo Aadg (Od. 6.164)

And a large host followed me

OANOVT 'Apyeiwv mOvALY otpatodv aiyuntdwyv (I1. 8.472)
Destroying the large army of Argive spearmen

TOAUG & du’ dotedgrv Oig (Od. 12.45)

And around them is a big heap of bones

TOV O UAKIoTOV Kal KAPTIoTOV KTAvVoV &vdpar / ToAAOC ydp Tig
£ke1to mapropog EvOa kai €vOa (11. 7.156)

¥ Homer has some extra morphological options: both singular and plural forms for both stems, and a

third stem, TOVA-.
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That man, very tall and strong, I killed; for he lay there, a huge
fellow, sticking out this way and that

‘OAiyog/dAiyot, which quantifies over both singular mass and group nouns and plural

count nouns in Classical Greek, in Homer quantifies only over singular non-group

nouns (122a). In that capacity, it can also be used on its own with the adverbial

meaning “a bit, a little” (unit of time or space) (122b). When it appears with singular

or plural count nouns, it is an adjective of size, meaning ‘small’ (122¢-d).” This latter

adjectival use is rare or nonoccurring in the Classical Greek sample.’* There are no

instances in Homer in which éA{yo¢ modifies a group noun.

(122)a.

dua & neiw katadovn / kdnnecov év ARuvw, OAiyog 8 €Tt Bupdg
éviev (11. 1.593)

At the same time as the setting sun I fell down into Lemnos, and there
was little life still in me

Kpeloowv eig €uédev kai péptepog ok OAiyov nep / Eyxer (1. 19.217)
You are stronger than I am and better by not just a little with a spear
dippov aeikéAov katabeig OAlynv te tpanelav (Od. 20.259)

Having set down an unseemly stool and a small table

w¢ & 6T éml npoPéiw alievg mepiunkei paPdw / ixB0or toig dAiyoiot
d6Aov kata eidata BaAAwv / €¢ tovtov mpoinst Boog képag
aypavAoto (Od. 12.252)

As when on an outcropping a fisherman with a long rod, throwing out
bait as food for fish, those little ones, casts out into the sea the hom of
a field-dwelling ox

Quantification over plural count nouns is handled by a different lexical item, naGpog/

naGpot, which also appears once in the singular, with a group noun, meaning either

‘small” or ‘few in number’ (123d). The plural count noun restrictions can be either

* The standard Classical Greek adjective (o)pikp6g ‘small” occurs only three times in Homer (11. 5.801,
Od. 3296 and 11. 17.757); its comparative peiwv occurs three times; Ppaxvg ‘short’ does not occur; there
is a special Homeric adjective for ‘lasting a short time’, uvuov0ddiog. The corresponding Classical
adjectives péyag ‘large’ and pakpdc ‘long’, however, are present in full force.

9" In LSJ, dAiyoc of size is described as being frequent in Homer and “rarer later”; the only classical
examples cited are from poetry and Herodotus.
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agreeing (123b) or partitive genitive (123c¢), and the quantifier can also stand on its

own (123a).

(123)a. abtap éuot pdAa nadpa déoav (Od. 14.210)

But to me they gave very few things

b. 00 pev ydp ke ddun navpoiot Ppotoiot (11. 9.545)
For it couldn’t have been killed by few men

c. mabpot y&p Axai®dv Roav duoiot (Od. 19.340)
For few Achaeans were his equal

d. &AN dAanadvog énv, madpog 8¢ ol efneto Aadg (11. 2.675)
But he was feeble, and only a small host followed him

In the scholia (7LG, Erbse 1969), toAAdg with singular count nouns is glossed as
uéyag; OAlyog with singular count nouns as pikpo6g; tadpog with a group noun as

OAtyog; and tabpotr with plural count nouns as 6Afyor.

(124)a. moAAOG ydp t1g €kerto mapnopog £vOa kal EvOu o TGOV
aptOpovpévwy €l T peTpoVpeva HeYEDN, wg T "touPov T8¢ ovt
pdAa moAAoOV éyw novéeoBat Gvwya" (On 11. 7.156) (TLG and Erbse
vol. 2:256)

‘A large guy, he lay there stretched out here and there’ — from things
counted to magnitude measured, as in ‘I commanded that a not very
large tomb be made’

b. TIoAAGG. ‘Avti oD, uéyag. (On 1. 7.156) (D scholia, TLG)
Pollos. Instead of large.

c. TOAAGV: puéyav (On 23.245) (TLG and Erbse vol. 5:405)

d. OAfyov odkog: pikpav donida—mnAikdtnrog. (On Il. 14.376) (TLG
and Erbse vol. 3:653)
Small shield: the shield is small — of size

e. MaGpa pév. OAiya uév. (On 11. 3.214) (D scholia, 7LG)

The range of meaning possible for each of these quantifiers in Homeric and Classical

Greek 1s as shown in Table 7 below.
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Table 7: Range of meaning of vague mass and count quantifiers in Homeric and Classical Greek

TOADG OAtyog nadpog
CG Large individual ? Small individual
Large amount of stuff Small amount of stuff
Large-in-number crowd Few-in-number crowd
Numerous people Few-in-number people
HG Large individual Small individual Few-in-number crowd
Large amount of stuff Small amount of stuff Few-in-number people

Large-in-number crowd

Numerous people

So far, I have pointed out two differences between Homeric and Classical Greek in
this area. First, dAlyog can do something that its Classical Greek counterpart does not
do or does only rarely, namely modify singular count nouns, with the meaning ‘small’.
Second, Homeric Greek has two downward-monotonic vague quantifiers, one of
which, 0Atyog, is used for quantifying over singular mass nouns, while the other,
nadpoc, is used for quantifying over singular group and plural count nouns. This
distribution differs from that of both Classical Greek 6Aiyog and English few/little. In
Classical Greek, group (125a-b), mass and count quantification are all handled by
OAtyog. In English, the count quantifier few cannot be used with group nouns (the mass

quantifier /ittle can be, but only as an adjective of size) (126a-b).

(125)a. 6pundei¢ ovv OAlyn Mepodv otpatiy (Xen. Cyr. 1.1.4)
Having set out with a small army of Persians
b. ol & nABov Kipwvog otpatnyodvrog mArBet o0k dAiyw (Thuc. 1.102)
And they went with Cimon as general in no small force
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(126)a. *The few crowd stormed the gate.
b. The little/small crowd stormed the gate.
Instead, the Homeric division of the territory suggests another possibility: that the core
meaning of dAtyog is ‘small’, while the core meaning of nadpog is ‘few in number’.
Both of these meanings are essentially adjectival rather than quantitative. The meaning
of moAAG¢ may likewise be fundamentally adjectival, but cover both ‘large’” and

‘numerous’.

There is another difference between Homeric and Classical Greek in how these
quantifiers are used. In Classical Greek, the mass and count quantifiers can be either
weak or strong; weak instances are much more common, but there are examples that
are clearly strong. In Homer, there are no or almost no examples that are clearly

strong. This will be discussed in the next section.

3.12.1 Strength of vague count and mass quantifiers in Homer

As in Classical Greek, in Homer the vague quantifiers can be used as predicate
adjectives (127a-e). In Homer, they also sometimes appear with demonstrative
pronouns, as floated secondary predicates or null-partitive coreferents (128a-b). Both

of those settings necessitate a weak/cardinal reading.

(127)a. &G Nuei¢ mabpor kekakwpévor v MoAw Auev (1. 11.689)

Since we in Pylos were few and put-upon

b. 1ueig & eipév toiot ol av 0€Bev dvtidoopev / kai moAéeg (11. 7.232)
We are the sort of men who can meet you, and numerous

c. ovd dpa prv pipvov moAéeg mep €6vreg (11. 5.94)
Nor did they wait for him, though they were many

d. 00§ &dVvavto / mavpotépoug mep £6vrag dnwoncbat Tapd VGV
(1. 15.07)
Nor were they able, though they were fewer, to push them back from
the ships

e. OAlyn 8¢ T avamvevoig moAépoto (I1. 11.801; 16.43; 18.201)
Scant is the time to breathe during fighting
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(128)a. mdp tor 686¢, vijeg O to1 dyxt Oaldoonc / é0tdd’, af Tol €movTo
MuknvnOev paia moAAai (11. 9.44)
Beside you is the road, and your ships stand close to the sea, those
that followed you from Mycenae in very large numbers (or: a very
large number of them)

b. ol moAAol nepi POBpov Epoitwv dAN0Bev dAAog / Beomeain toxi

(Od. 11.42-3)
These men in large numbers (or: a large number of them) were
coming up to the pit, from here and there, with eerie wailing

In Classical Greek, branching adnominally quantified phrases with toA0Og and 6Aiyog
usually get weak interpretations. The same is true for Homer. Here are some typical

Homeric examples of branching moAvg, nadpog, and dAlyog, all clearly weak (129a-c).

(129)a. moAhdg 8¢ dpDg alaAéag, ToAAdg &¢ te mevkag / éo@épetat, TOAAOV

d¢ T dpuoyetov eig dAa PaAAer (1. 11.492-5)
And carries many dry oaks in it, and many pines, and throws a lot of
mud into the sea

b. mavpovg uvnotipag katepvkete oMol €ovteg (Od. 2.241)
Do you, being numerous, hold off few suitors

c. OAlyog d &t xdpog épuker (1. 10.161)
Only a little space still holds them off

Here are a couple of branching adnominally quantified phrases that could be strong,

but could also just as easily be interpreted as weak (130a-b).

(130)a. &¢ &p O Atpetdn Ayapéuvovt Tinte kdpnva / Tpdwv Qevydviwy,
noAAoi & épraxeveg innot / kelv’ dxea kpotdAlov dva ntoAépolo
yepupag (I1. 11.158-161)

So then beneath Agamemnon son of Atreides there fell the heads of
fleeing Trojans, and many arch-necked horses rattled empty carts
along the edges of the battle

b. mabpot ydp tor maideg opoiot natpt néAovron (Od. 2.276)
Few children are equal to their father / Few are the children who are
equal to their father / There are few children who are equal to their
father
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In (130a), the strong interpretation would be that a large proportion of the horses in
question lost their riders. The weak interpretation would be that there were a lot of
horses running around with empty carts. The problem with the strong interpretation is
that the horses are not really in question. The point is to describe the rout, an event
which involved heads falling and (weak interpretation) lots of horses running around
with empty carts. There are at least three possible readings of naGpot in (130b); it
could be a strong adnominal quantifier, or a weak predicate adjective, or a weak
adnominal quantifier in an existential context. Since the sentence is a maxim, the

context does not provide much help in interpretation.

In Classical Greek, vague quantifiers with partitive genitive restrictions can be either
weak or strong. In Homer too, the likeliest candidates for strong readings have
partitive genitive restrictions. But as in Classical Greek, a genitive restriction does not
entail a strong interpretation. Here is an almost certainly weak example with a genitive

restriction (131a).

(131)a. émei pdAa toAhoi Axai&v / "Ektopog év naAdpnotv 68a€ €édov
dometov o0dac (11. 24.737)
Since very many of the Achaeans in the hands of Hektor took the
boundless surface of the earth in their teeth

It is very unlikely that what is meant here is that a large proportion of the Achaeans bit

the dust at Hector’s hands. Instead, this must mean that there were numerous

Achaeans who did. Here are some possibly strong examples (132a-d).

(132)a. 1g eiveka moAloi Axouiv / &v Tpoin dmérovro (11. 2.161; 2.177)
On account of whom many Achaeans died in Troy
b. avtap énel kata pev Tpwwv Bdavov Gooot dpiotot, / ToAAol &
‘Apyeiwv ol pev dduev, ol 8¢ Alnovto, / tépbeto d¢ Mpidpoio ToOALG
dekatw eviaut® (11. 12.14)
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But when the best men of the Trojans had died, and many of the
Argives had either been conquered or departed, the city of Priam was
sacked in the tenth year

c. &yopri 8¢ € mabpol Axai@dv / vikwv, onndte kobpot Epicoeiav nepi
uobwv (11, 15.283)
In the assembly few of the Achaeans bested him, whenever the young
men competed at speechmaking

d. «ai tote 81 ZeLg Avypdv évi gpeot ufdeto véotov / Apyeiois), énel
o0 T1L VONUOVEG 08¢ dikalot TAVTEG E0av: TG) OPEWY TOALEG KAKOV
oitov énéomov (Od. 3.134)

And then Zeus devised in his mind a baneful homecoming for the
Achaeans, since by no means were they all thoughtful or just; for
which reason many of them came to a bad end

In each of these examples, the quantifier phrase could mean either ‘a large/small
number of * or ‘a large/small proportion of . Either interpretation would make sense.
In the Classical Greek sample, there were instances of toAAot and 0Atyor which

required a strong interpretation to make sense.

3.12.2 In the phrase

The vague count and mass quantifiers in Homeric Greek are discontinuous from their
restrictions about 50% of the time. When they are continuous with them, the phrase is

about equally as likely to have QN as NQ order.

Quantifier order

For adnominally quantified phrases with ToA0¢/moAAS¢ in Homer, QN and NQ order
are about equally common; all instances of adnominal madpog and (quantificational)

OAtyog are QN, but the sample size is tiny (five instances) (Table 8).
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Table 8: Quantifier order with adnominal toAd¢/moAASg, madpog, and dAfyog in Homeric Greek*

noAvg/ nadpog OAlyog All
TOAAQG
Total % Total % Total % Total %
ON 80 53 3 100 2 100 85 54
NQ 72 47 0 0 0 0 72 46
Total 152 100 3 100 2 100 157 100

In Classical Greek, QN order was twice as common as NQ order for vague count and
mass quantifiers (Table 3 above). Homeric Greek has a significantly higher proportion

of less-coherent NQ order phrases.

Even the QN strings in Homer may for the most part actually consist of two separate
phrases. In the most common type of QN string with ToA0¢, the quantifier is in clause-
initial position (133a-d), followed by any second-position discourse particles, and a
predicative interpretation is possible (e.g. in 133b, ‘few, mind you, are the children

who are equal to their father’).

(133)a. moAA& 8¢ tebxea kala nécov nept T apei te td@pov (1. 17.760)

And many good weapons fell around and on both sides of the ditch

b. mabpot ydp tor naideg duoiot natpl néAovrar (Od. 2.276)
Few children, mind you, are equal to their father

c. moAAoug & dvdpag Ene@vev €v aivij Sniotfitt (Od. 11.516)
And he killed many men in terrible battle

d. atdap donideg dppaidesoar / EnAnvt GAARAnGL, ToAUG & dpupaydog
Opwpet (11. 8.62-3)
And the studded shields met one another, and a lot of loud noise
arose

In parallel examples with clitic pronouns in second position, the clitic cluster separates

the quantifier from the agreeing noun (134a-b).

% For moAvc, 6Afyoc and adpog the sample consists of all instances in Homer; for noAAS¢ of all
instances in the Iliad.
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(134)a.

el & €0éAe1g kai tadta Safjuevat 6ep’ €U €1dfi¢ / fuetépnv yeveny,
noAAol 8¢ v &vdpeg Toaorv (I1. 6.150-1, 20.213-4)

And if you wish, learn these things too, in order that you may know
my descent well, and many men know it

noMAfiotv W dtnot mapex véov Ryayev "Extwp (11. 10.391)

Hector drove me out of my mind with many foolish ideas

QN order sometimes occurs with a fronted verb (135a-d).

(135)a.

b.

npo¢ Tpwwv, ol £xovot ToALV Tévov eiveka ogio (11. 6.525)
From the Trojans, who have a lot of trouble on your account
apa & €ometo movALG OpiAog, / uvpiot (Od. 8.109)

And a large crowd followed along, countless in number
£xe1 & OAlyov odxog Guw (I1. 14.376)

And has a small shield on his shoulder

oV pev ydp ke dapn nadpoiot Ppotoiot (I1. 9.545)

It could not be overcome by a few men

In directly preverbal position, NQ order is much more common (136a-c).

(136)a.

b.

k€Sprvov VPdpoov, O¢ yArjvea moAa kexavder (1. 24.192)
Cedar, high-roofed, that holds much jewelry

nept & népa movAvv €xeve (I1. 5.776)

And poured a lot of mist around them

&v vit yAagupf] piotov moAdv éuroréwvro (Od. 15.456)
And in their hollow ship they got by trade a lot of livelihood

Adverbials almost always have QN order (137a-b).

(137)a.

b.

TnAépay’, €l ydp kev o0 moALv xpdvov évBade pipvoig (Od. 15.545)
Telemachus, for if you stay here a long time

€nel 00K OAlyov xpovov €otat / @vlomg (Il 19.157)

Since the battle will not be for a short time

The sample contains five instances of continuous branching moAv¢ with a genitive

restriction, two of mabpog, and none of 0Alyog. All are QN, and in all the noun is an

ethnic. Of these seven instances, three are clause-initial (138a-c).
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(138)a. moAAoi § Apyeiwv ol pev dduev, ol 8¢ Ainovro (I1. 12.14)

And many of the Argives had either been killed or left behind

b. moAAoUg yap Tpwwv katadeipouev / oUg kev Axaiol XaAKE
dnwowaotv duvvopevor nept vn&v (11 12.226-7)
For we will leave behind many of the Trojans, whom the Achaeans
will cut down with bronze, warding them off around the ships

c. mabpol y&p Axai®dv foav duoiot (Od. 19.240)
For few of the Achaeans were his equal

In two more examples (139a-b), the continuous phrase 1s still clause-initial except for

conjunctions.

(139)a. g eiveka moAhoi Axai®v / &v Tpoin dréAovro (2.161, 177)
On account of whom many of the Achaeans died in Troy
b. énel uaAa moAdoi Axaiv / "Ektopog &v naddunotv dd4E Ehov
donerov obdag (11. 24.737)
Since very many of the Achaeans at the hands of Hector took the
boundless earth in their teeth
In the last, the quantifier phrase follows a topicalized adverbial and the clitic cluster

(140a).

(140)a. d&yopii 8¢ € mabpot Axccv / vikwv (11. 15.283-4)
In the assembly few of the Achaeans bested him

In each of these examples, the noun is a predictable ethnic and therefore a good tail;
that probably explains the QN order. Position within the clause, however, is similar to

that of phrases with agreeing restrictions.

Discontinuity

For adnominal toAU¢/moAAG¢, nabpog and OAiyoc in Homeric Greek, the ratio of
discontinuous to continuous phrases is about 1:1 (Table 9); this is approximately the

same rate of discontinuity as was found for ndg plural in Homer.
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Table 9: Continuity with adnominal toAvg/moAAé¢, nabpog and 6Aiyog in Homeric Greek

ToAUG/ napog dAiyog All
TOAAGG
Total % Total % Total % Total %
Continuous 152 49 3 75 2 29 157 49
Discontinuous 158 51 1 25 5 71 164 51
Total 310 100 4 100 7 100 321 100

In Classical Greek, the rate of discontinuity was only about 10% (Table 4 above).

There is much more discontinuity in Homeric Greek.

Most discontinuous examples are of the quantifier-first head-interrupted type, with

focused quantifier and tail noun. With verbal heads, this pattern occurs with existential

and intransitive subjects (141a-c), and objects (141d-f).

(141)a.

b.

OAyn & v dugpic dpovpa (11. 3.115)

And there was little space in between

aul & dpd ot / TpLUVOTcLY KEPAETTL TOAVG GVaKNKiEL 18pwG
(11.13.705)

And around the base of their horns a lot of sweat gushes forth
noAol yap teBvdot xdpn koudwvreg Axatol (11. 7.328)

For many long-haired Achaeans have died

noAéag & événaocoev aéBAoug (I1. 3.126)

And she was weaving in many contests

¢nel TOALY WAgoa Aadv (11. 2.115, 9.22)

When I have lost a large host

af of moAéac ktdvov viag (I1. 24.479)

Which had killed his many sons

This type is cross-categorial, also occurring with nouns, adjectives and prepositions

(142a-¢).

(142)a.

b.

£00A0V 'Otpuvteidny toAéwv Ryfropa Aadv (11. 20.383)

Brave son of Otrynteus, leader of many people

0¢ pa Xiparpav 8pédev / quatuakétny moAéotv kakov avBpamoictv
(I1. 16.329)

251



Who raised the unconquerable Chimaera, an evil for many men
iNTpog yap dvnp moAAGVY dvtaiog dAAwv (11 11.514)

For a man who is a doctor is worth many others

noAAéwv €k moAiwv (11 2.131)

From many cities

OAlyw €vi xpw (11. 12.423)

In a small space

Less common is the type with topicalized noun, raised verb and quantifier stranded in

focus position (143a-b).

(143)a.

b.

xapig & aneAduneto moAAn (1. 14.183, 18.298)

And much grace shone forth

AN’ Gye vOv innedorv éndtpuvov oAéeoat (11. 15.258)
But come now command many horsemen

There are some examples in which the quantifier appears sentence-initially, with the

noun in preverbal position (144a-d). In these cases, both quantifier and noun may be

focused, the quantifier sitting in a higher, CP focus position, and the noun sitting in the

preverbal focus position.

(144)a.

b.

noAéec yap Gu avt® / Aaol €rovt’ (11. 16.550-1)
And many people followed together with him
oAbV § Gua Aaodv dmacoe (11. 18.452)

And he sent with me a large host

oAV 8¢ mape aAa @Ukog Exevev (11. 9.7)

And pours forth a lot of seaweed out along the sea
OAlyog & £t x@pog epoker (11. 10.161)

Little land still holds them back

There were no instances of ToAUg, tadpog or 0Aiyog discontinuous from a genitive

restriction in the sample. It appears that this is not impossible but just relatively

infrequent, however: there is at least one such example from the Odyssey (145a).

(145)a.
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Many of the Achaeans are planning bad things, may Zeus destroy
them before evil arises for us
This example probably has the double-focus structure described above, in this case
with the quantifier in the higher focus position, the object in preverbal focus position,

and the subject noun following the verb in tail position.

3.12.3 In the clause: object position

Continuous QN-order branching phrases with toAU¢/moAAS¢, tabpoc and dAiyog

regularly occur in preverbal object/focus position in Homeric Greek (146a-¢).

(146)a. kal moAAG mepikAvta d&p dvopalov (11. 18.449)
And I named many glorious gifts
b. ¢ kai &yw moAAag pev dbdnvoug viktag lavov (11. 9.325)
So I also spent many sleepless nights
c. moAvv & dpupaydov Spive / gitpdv kai Adwv (11. 21.313)
And stir up a big noise, from treetrunks and stones
d. moAhovg yap Tpwwv kataAeipopev (11 12.226)
And we will leave behind many of the Trojans
e. TavpPoLG UVNOoTApag KatepUKeTe ToANOL €6vteg (Od. 2.241)(= 18b)
Y ou, being numerous, hold off few suitors
There is a significant difference on this score between the vague count and mass
quantifiers and the universals; there were only a couple of QN-order continuous

phrases with n@g plural in directly preverbal position, and none with £€xaotog.

3.12.4 Summary

Homeric Greek has three vague count and mass quantifiers; moAog, 0Alyog, and
nadpog. MToAUg can take as its restriction singular mass (‘much water’), group (‘large-
in-number crowd’) and count (‘large table’) nouns, and plural count nouns
(‘many/numerous tables’). For their part, 0Alyog and nabpog divide up these

responsibilities. 'OAlyog takes only singular mass (‘little water’) and count (‘small

253



table”) nouns; madpo¢ handles singular group nouns (‘small-in-number crowd’) and
plural count nouns (‘few/small-in-number people’). This latter division of labor
suggests that the basic meaning of 0Aiyog is ‘small” and the basic meaning of tadpog
‘small in number’. There are some instances of moA0g, 6Aiyog or nadpog in Homer that
may have a strong reading, but none that clearly require it. The rate of discontinuity of
vague count and mass quantifiers from their restrictions is about 50%, and slightly
over half of all continuous phrases have QN order (54%). Continuous QN-order
phrases with vague count and mass quantifiers regularly occur in preverbal object

position, unlike universally quantified phrases of the same type.
3.13 Summary: Vague count and mass quantifiers

In this section, I described two basic kinds of differences between Classical and
Homeric Greek with respect to vague count and mass quantification. One kind of
difference has to do with inventory and meaning; there are two of these. First,
Homeric Greek divides up the territory of vague count and mass quantification a bit
differently than Classical Greek does. In Classical Greek, both moA0g and dAiyog are
primarily used with singular mass (‘much/little water’) and group (‘large/small in
number crowd’) and plural count nouns (‘many/few books’). In Homeric Greek,
moA0¢ is used with all of those categories, but there is a split between 0Aiyog, which
seems to have a basic meaning of ‘small’, and nabpog, which seems to have a basic
meaning of ‘small in number’. Second, vague count and mass quantifiers in Classical
Greek can be either weak (cardinal) or strong (proportional); weak readings are more
common, but there are examples that are clearly strong. In Homer there are some
examples that are ambiguous, but none that are clearly strong. Differences in syntactic
behavior are some of the same ones found for the universals. Homer has both a higher
rate of NQ order (46%) for continuous phrases, and a higher rate of discontinuity

(51%) than Classical Greek (NQ order 35%, discontinuity 10%). Homeric and
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Classical Greek agree in allowing QN-order phrases with vague count and mass
quantifiers to regularly appear in preverbal object position, while their universal

counterparts appear there only rarely.
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4  QUANTIFICATION AND SYNTACTIC TYPOLOGY

In Chapter 3, I identified various differences in how Homeric and Classical Greek
handle quantification. I grouped the differences into two categories: differences of
inventory and basic meaning, and differences in syntactic behavior. In this chapter, |
argue that these differences are systematically related: Homeric Greek lacks precisely
the type of quantifiers and quantifier syntax that are predicted by the pronominal
argument theory to be missing from pronominal argument languages, while Classical
Greek develops the sort of structures typically found in discourse configurational and

configurational languages.
4.1 Background: What is a quantifier?

In this section, I introduce some basic ideas about quantification in natural language,
which will serve as background for the analysis in sections 4.2-4.4 of the quantifier
data presented in Chapter 3 above. These ideas come from the discipline of formal
semantics, which aims to do for linguistic meaning something like what generative
grammar aims to do for syntax. One of the foundational working hypotheses of
generative grammar is that natural language can be analysed as a formal system; the
foundational working hypothesis of formal semantics is that it can be analysed as an
interpretable formal system (Bach 1989:7-8). What would an analysis of natural
language as an interpretable formal system look like? In practice, this analysis has
been done using a method called model-theoretic semantics, which has its roots in
philosophical logic. The most influential early work on formal semantics was done by

Montague, a philosophical logician (Montague 1973/2002).

To understand this method, it is useful at first to think about a very small, artificially

restricted language fragment and a model world. The language fragment lists the
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categories of expression found in the language, and the individual members of those
categories. The formal system for interpretation of the fragment consists of one set of
rules that can mechanically generate all possible grammatical expressions in the
language, and another set of rules that can mechanically assign meanings to these
expressions. The meaning possibilities are very limited: sentences can be either true or
false. Truth and falsity are defined with respect to the model world. Here is an

extremely simple language and model:

Language H:
Terms: Homer,; Thucydides; Hobbes
Predicates: Sing; Grouchy; Greek

World H:

Sing: {Homer}

Grouchy: {Thucydides; Hobbes}

Greek: {Homer; Thucydides }
This representation of a model world and language makes use of the mathematical
concepts of set theory and function application. The world is represented as being
made up of sets of individuals, for instance the set of singers, whose sole member here
is Homer, and the language 1s represented as being made up of functions (predicates)
and potential arguments of functions (terms).” Once you have set up such a model,
you can define rules for forming expressions using the objects contained in the
language, and rules for interpreting those expressions. Here is an example of how such
rules can work, stated in informal terms. The rule for forming expressions in Language
H will be to combine a term and a predicate, on the following pattern:
(Predicate)Term. The rule for assigning a truth value to the resulting expression will
be to check, in World H, whether the individual denoted by the term is a member of
the set denoted by the predicate. For instance, using the rule just defined, I can form

the expression (Grouchy)Homer. To check whether this expression is true or false, I

1 A function can be informally described as a thing that takes something as input, performs a particular
operation on it, and returns the operated-on thing as output. An ‘argument’ is the input to the function.
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refer to the model world, and find that the term Homer is not a member of the set

Grouchy, so I conclude that the expression is false.

It is that sort of basic approach to linguistic meaning that underlies the research on and
analysis of natural language quantification that I will be making use of in this chapter.
So, back to the original question — what is a quantifier? In a system based on set
theory and function application, it is no surprise that that question will be answered in
terms of set theory and function application. In the model world above, all of the
predicates are represented as sets of individuals, while all of the terms refer to
individuals. When predicates are thought of as sets, statements like ‘Homer is
grouchy’ or ‘Homer sings’ are understood as meaning that Homer is a member of the
set of grouchy people, or singers. Predicates can also be thought of as functions that
take individuals as input and return truth values as output. For instance, the function
‘Grouchy’ takes as input the argument ‘Homer’ and returns as output the truth-value
‘False’. There is also more than one way to think about individuals. ‘Homer’ can be
defined as the set of all sets of which he is a member. This may seem like a strange
idea at first, but if you think about it for a minute, all it amounts to is defining
individuals in terms of their properties (Bach 1989:42-43). In terms of functions, this
same perspective makes individuals functions from predicates to truth-values (e.g., in
the model, Homer 1s the function that makes ‘sings’ and ‘Greek’ true, but ‘grouchy’
false). To sum up, thinking in terms of sets, predicates are sets of individuals, and
terms are sets of sets; thinking in terms of functions, predicates are functions from
individuals to truth-values, and terms are either individuals or functions from

predicates to truth-values.

Are quantifiers like predicates, or terms, or both or neither? Let’s look at some

sentences with quantifiers in them (1a-b), to try to figure out what they do.

(1) a. Everybody is grouchy.
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b. Some Greek sings.

The first sentence (1a) involves a quantificational pronoun, ‘everybody’, which
constitutes a complete quantifier all on its own. There are at least three ways of
thinking about what ‘everybody’ means. First, it can be thought of as expressing a
relationship between two sets; the universal set is a subset of the set of grouchy
people. Second, like a term, it can be thought of as a set of sets: the set of all sets that
contain everybody. And third, it can also be thought of as a function that takes the
predicate as input and returns a truth-value as output. In this case, if the set of grouchy

people contains everybody, the value will be ‘true’.

The quantifier in the second sentence (1b), ‘some’, is what is called a quantificational
determiner. Quantificational determiners cannot stand on their own like ‘everybody’,
but instead combine with common nouns to form quantifying phrases. Again, there are
at least three ways of thinking about the meaning of ‘some’. First, like ‘everybody’, it
can be thought of as expressing a relationship between two sets, this time the set of
Greeks and the set of singers; the intersection of these two sets is non-empty. Second,
though ‘some’ on its own is neither a set of individuals nor a set of sets, the complete
phrase ‘some Greek’ can be thought of as the set of all sets that contain at least one
Greek. And finally, as a function, ‘some’ is a bit more complicated, because it has two
predicates to deal with, ‘Greek” and ‘sings’. It first has to take the predicate ‘Greek’
and make the quantificational phrase ‘some Greek’ out of it. In functional application
terms, then, the quantificational determiner takes a predicate as input and returns a
quantifier as output. The quantifier ‘Some Greek’ in turn takes the predicate ‘sings’ as
input, and returns a truth value as output (‘true’, if the intersection between the set of
Greeks and the set of singers is non-empty). The end result of this process is that the
quantificational determiner takes two predicates and makes a truth-claim about a

relationship between them.
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So far, quantifiers look more like terms than predicates, because both quantifiers and
terms can be thought of as sets of sets. But there is another respect in which quantifiers
resemble predicates. Some of the definitions above characterized quantifiers as
expressing relationships between things. There are also predicates that tell you about
relationships. In the model above, I included only intransitive predicates. Transitive
predicates, in such models, are represented as sets of pairs of individuals. As an

example, I will now add to the language and model world the following entries:

Predicate: Translate
Translate: {Hobbes, Thucydides; Hobbes, Homer}

The set denoted by the predicate Translate is a set of ordered pairs: the same terms in
a different order (Thucydides, Hobbes) would be a different pair from the one in the
model. An expression using the predicate Translate will look like this: (Translate)
Hobbes, Thucydides. As sets, transitive predicates are sets of ordered pairs, which
amounts to being sets of relationships between individuals. As functions, they take
two individuals as input and return a truth-claim about a relationship between them as
output. With that in mind, it is now possible to specify the difference between
quantifiers and predicates. Two-place predicates relate individuals, while quantifiers
relate sets of individuals. That distinction 1s important enough to have its own
associated terminology: relations between individuals are said to be ‘first-order’ and

relations between sets to be ‘second-order’.

That is one answer to the question ‘what is a quantifier?’: quantifiers express second-
order relations, that is, relations between sets of individuals. That definition
distinguishes them from predicates. But is there anything that distinguishes quantifiers
from terms? According to one line of thinking, there i1s not. All noun phrases in natural
language — things like ‘Homer’, ‘a cat’, ‘the book’ and so forth (but not common

nouns like ‘Greek’ or ‘man’, which are predicates) are basically the same kind of thing
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as quantifying phrases, because they can all be thought of as sets of sets, or functions
from predicates to truth values (Montague 1973/2002; Barwise and Cooper
1981/2002). This is called the theory of generalized quantifiers, because in it, all noun

phrases are described as generalized quantifiers.

This idea, that all noun phrases are quantificational, seems to leave out some of the
story. The part of the story left out is how different kinds of noun phrases are used by
speakers in the context of discourse. Traditional grammar describes definites, like ‘the
book’, as being used by speakers to refer to things that they expect their listeners to be
familiar with, whether from context or from previous mention, and indefinites, like ‘a
cat’, as being used to introduce unfamiliar things. The kind of model-theoretic
semantics I have been talking about so far 1s not designed to express that kind of
distinction. But there is a modified form of model-theoretic semantics, known as
‘dynamic semantics’, that was designed to pay more attention to the role of discourse
in meaning, and to give better solutions for various discourse-related problems that
had come up in work done within the plain model-theoretic framework (Kamp 1984;
Heim, 1983). The main innovation of dynamic semantics is that it sets up an
intermediary between the language and the model-world that represents the discourse,
or the accumulation of information exchanged between speakers in a particular
conversation. Again, it will be useful to think about an example. Here is a possible

discourse (2a):

(2) a. A:There’s a seal over there.
B: Yeah, I saw it.
A few minutes later...
A: Oh no, a boat hit the seal!
In dynamic semantics, the noun phrases in this exchange are thought of as making

changes to the intermediary representation , the one corresponding to the discourse.

The intermediary representation is sometimes described using a file-card metaphor
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(Heim 1983). Indefinites create new cards; definites prompt updates to old cards. For
instance, in the first sentence of the discourse above, the indefinite ‘a seal’ will create
a new card. In the second sentence, the definite pronoun ‘it” will prompt an update to
the card identified with ‘seal’, something like ‘seen by B’. And in the third sentence,
the indefinite ‘a boat’ will create a new card, and the definite ‘the seal’ will prompt
updates to the ‘seal’ and ‘boat’ cards, something like ‘hit by boat” and ‘hit seal’

respectively. So, indefinites create new cards, and definites update old cards.

Quantifiers seem to do something else. Consider the following example (3a):

(3) a. Every seal swam.

What this does is not so much create a new card or update one, but set up a condition
on cards in the file. It is easier to think about this in terms of truth-conditions than in
terms of direct file-update actions. Truth, in this kind of model, is not determined by
checking statements directly against the model world, but instead by checking the
intermediary representation against the model world; this means that sentences get
their truth-conditions only indirectly, by virtue of whether the updates they make to
the intermediary representation render it true with respect to the model or not. So, for
mstance, a sentence like ‘there is a seal’, which creates a card for ‘seal’, will be false 1f
there 1s no seal in the model, because it has created a false card. Thinking in these
terms, what the quantifier does is force a one-by-one evaluation of all cards. Any card
that satisfies the condition ‘is a seal’ must also be able to satisfy the condition ‘swam’.
Cards that do not satisfy this condition will be eliminated. If, after this process has
taken place, the information in the file box still corresponds to what is in the model
world, the sentence is true. So, in the dynamic semantic framework, quantifiers are
seen as distinct from noun phrases. Noun phrases either introduce new discourse
referents or update old ones, while quantifiers set up conditional relationships between

properties.

262



There are three basic parts involved in the condition set up by the quantifier. First,
there is the quantifier itself, which triggers the structure and specifies a particular
relationship between the two other parts; it is referred to as an ‘operator’. The other
two parts can be thought of as corresponding to the two halves of a typical conditional
sentence: the part corresponding to the ‘if-clause’ is the ‘restriction’, and the part
corresponding to the ‘then-clause’ is the ‘scope’. In a simple sentence like ‘Every seal

swam’, the operator is ‘every’, the restriction ‘seal’, and the scope ‘swam’.

In this section, I have outlined three different possible answers to the question ‘what is
a quantifier?’ I framed the discussion as a search for properties that distinguish
quantifiers from other kinds of linguistic elements. The first answer was grounded in
classical model-theoretic semantics, and distinguished quantifiers from predicates.
Quantifiers express second-order relations, or relations between sets of sets, while
predicates express first-order relations, or relations between sets of individuals. In the
classical framework, quantifiers were not necessarily clearly distinguished from noun
phrases; in fact, one theory claimed that all noun phrases were essentially
quantificational. For a formal treatment of properties that distinguish quantifiers from
noun phrases, I turned to dynamic semantics, a modified version of the classical
framework that focuses more on the discourse properties of language. In dynamic
semantics, definite and indefinite noun phrases are distinguished from quantifiers on
the basis of their interaction with the discourse representation, and are not considered
to be essentially quantificational. Definites and indefinites introduce new discourse
referents or update old ones, while quantifiers create conditions on them. Since my
aim here was to provide a general orientation to formal semantic approaches to
quantification, I will leave it at that for now, and cover other specific topics as they

come up.
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There 1s one last thing I would like to introduce in this section. In order to be able to
talk about quantifiers in terms of functional application, it will be helpful at times to
use a little bit of formal shorthand. The design of the shorthand is based on the idea
that all expressions can be analysed as some sort of function involving two basic types
of thing: individuals and truth-values. This can be represented in the following way.
The two basic types are individuals, e, and truth values, ¢. Functions involve two
(simple or complex) terms between brackets: the first term 1s the input to the function,
or what it operates on, and the second term is its output, or the kind of thing it makes

out of the input.

Basic types:

Individuals: ¢
Truth-values: t

Some functions involving these types:

Predicates: <e, t>
Quantifiers: <<e, t> t>
Quantificational Determiners: <<e, t>, <<e, t> t>>
The formula <e, t> 1s read as ‘function from individuals to truth-values’, the formula

<<e,t> t> as ‘function from functions from individuals to truth values to truth values’

(or, more comprehensibly, as ‘function from predicates to truth values’), and so on.

4.2 Quantifier inventory

I will deal first with the differences in inventory (these are summarized in Table 10).
The basic picture is that Classical Greek has all of the quantifiers and quantifier
meanings that Homer has, plus some more. My primary aim here will be to identify
some property or properties that distinguish the quantifiers and quantifier readings that

appear only in Classical Greek from those that appear in both Homer and Classical
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Greek. There are a few different ways of making distinctions between different kinds

of quantifier that I will run through in pursuit of that aim: the cardinal/proportional

split, monotonicity properties, and the indefinite/quantifier split in dynamic semantics.

Table 10: Quantifier inventory of Homeric and Classical Greek

Type Lexical Item Eng. paraphrase | In HG In CG
Universal na¢ plural All Yes Yes
Tag singular, Every 2 instances | Yes
simple
distributive
Tag singular, Every kind of Yes Yes
kind-
distributive
£KA0TOG Each Yes Yes
Negative 0UdElg No 7 instances, | Yes
supplanted
by o0 11g
Indefinite/Existential | Tig Sm Yes Yes
Indefinite/Partitive | éviot Some No Yes
Up. Monotone TOAUG Large (table) Yes ? [Rare]
Vague Count and Much (water) Yes Yes
Mass Large in Yes Yes
number (crowd)
Many/numerous | Yes Yes
(tables)
Down. Monotone OAtyog Small (table) Yes Rare
Vague Count and (A) Iittle Yes Yes
Mass water)
Small in No Yes
number (crowd)
Few/small in No Yes
number (tables)
Tavpog Small in Yes No
number (crowd)
Few/small in Yes No

number (tables)
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First, a general comment on how I will talk about the inventory differences. I will refer
to the two quantifiers that are only marginally present in Homer, n&g singular simple
distributive and the negative quantifier o0d¢ic, as being absent or ‘missing’ in
Homeric Greek, unless I have particular reason to talk about the few examples of them
that do occur. It is standard practice to describe Homeric Greek as lacking the
determiner, even through there are a few scattered examples where what is primarily a
demonstrative in Homer seems to be acting like a Classical Greek determiner. My
claim about the few instances of a¢ and o0d¢ic in Homer is that they are like those
early determiners; they are probably evidence of the beginning of one of the changes
that would eventually turn Homeric Greek into Classical Greek. In each of these cases,
there is positive evidence either that the element in question is primarily something
else in Homer, or that its function is usually carried out in some other way. The
element that is a determiner in Classical Greek has a different primary function in
Homer, as a demonstrative. T1&¢ singular has a different basic meaning, ‘whole’ (and
there are abundant crosslinguistic parallels for the development of quantifiers meaning
‘every’ from adjectives meaning ‘whole’, but not for the reverse development). In the
case of o0del¢, there is a different mechanism present that is clearly the dominant way
of achieving negative quantification in Homeric Greek, namely sentential negation
combined with the indefinite existential, Tic. Furthermore, the parallel between the
determiner and these two quantifiers is particularly strong because singular simple
distributive nd¢ and o0deic may sometimes belong to the same category as the
determiner in Classical Greek; if that is the case, it would not be surprising to see them
start to appear around the same time. I adopt a similar policy with regard to the vague
count and mass quantifiers, which I argued are never demonstrably strong in Homer;
even though it is possible that some of the ambiguous examples may actually be
strong, I rely on that argument here and refer to these quantifiers as being weak in

Homer.
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The first basis for distinction is the strong/weak or cardinal/proportional split. I
already made use of this distinction in my presentation of the negative/existential and
vague count and mass data, but I will review it in a bit more detail here. This
distinction is grounded in the classical model-theoretic framework, in which
quantifiers are thought of as relations between sets (Milsark 1977:22-25). Different
quantifiers specify different kinds of relations. The most intuitive definitions of these
relations do not make them maximally commensurable. In the examples in 4a-c, for
instance, the universal quantifiers could be described as specifying that the set of seals
is a subset of the set of swimmers, and the existential quantifier ‘some’ as specifying

that the intersection of the set of seals with the set of swimmers is non-empty:

(4) a. Every seal swam.

b. All seals swam.

c. Some seal swam.
So universals specify a subset relationship between two sets, whereas existentials
place a condition on their intersection. That may seem clear enough, but there 1s
another way of describing these relations that makes it easier to see what the minimal
difference between them 1s. All quantifiers can be thought of as creating conditions on
the intersection of the two sets they relate. Universals, for instance, can be thought of
as specifying that the intersection between the restriction set and the scope set must be
equal to the restriction set. In 4a-b, that means that the set of seals who are swimmers
must be equal to the set of seals. This intersection-based definition has the same truth-
conditions as the subset definition; if you check the model world and find that all seals
are seals who are swimmers, the sentence is true. But the intersection-based way of
defining the universal quantifier relation allows for a clearer comparison between it
and the existential relation, which was already intuitively defined as intersection-
based. One difference that becomes clear when the two relations are compared this

way is that the universal quantifier requires you to take the intersection and compare it
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with the restriction. To know whether all seals are swimmers, you have to compare the
set of seals with the set of seals that are swimmers. The existential does not require
you to do that. To know whether some seal is a swimmer, the only set you have to
look at is the set of seals that are swimmers. The existential relation specifies that the
intersection must have at least one member; it says nothing about the relation between
the intersection and the restriction. This distinction is the basis for the division of
quantifiers into two categories known as cardinal and proportional (Keenan and Stavi
1986). Cardinal quantifiers tell you something about the intersection alone, while
proportional quantifiers tell you something about the relation between the intersection

and the restriction.

Does the quantifier inventory difference between Homeric Greek and Classical Greek
have anything to do with quantifier strength? The lexical quantifiers that are missing
in Homer are nd¢ ‘every’, o0d¢i¢ ‘no’, and €viot ‘some’. The quantificational meanings
that are missing are the proportional readings of moA0¢, 0Aiyog, and maGpog. This
looks very promising; Homer may lack proportional quantifiers. The universal ma¢
‘every’ is proportional, as are the relevant readings of the vague count and mass
quantifiers, and €viot, which is a proportional counterpart of Tic. What about 00d¢i¢

(5a)?

(5) a. ovdeic yap tnnog énélale (Xen. Cyr. 7.1.49)
For no horse would approach
This sentence is true if the intersection of the set of horses and the set of approachers
is empty, so the negative quantifier would seem to be cardinal. But there is a wrinkle
to the definition of ‘no’ in terms of proportionality and cardinality. The meaning of
‘no’ can also be thought of in a proportional way, as setting a condition on the relation
between horses and horses who approach: the latter have to be zero percent of the

former (Partee 1995). This means that the negative quantifier, like the existential and
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vague count and mass quantifiers, is ambiguous between a cardinal and proportional
meaning. [t would still be possible then to claim that 00deig is ruled out because it has
a proportional reading. But if that were the case, why would it be missing, instead of
being present in full force but only as a cardinal, like the vague count and mass
quantifiers? In fact, there is a sense in which it is present as a cardinal, because in

Homer, negative quantification is accomplished via sentential negation of a cardinal

(6a).

(6) a. 800 ol nw T1g £f) énédwke Buyatpi (1. 9.290)

Such-as not ever someone to-his gave daughter

Such as no one ever before gave to his daughter
So, Homer does not have a lexical negative quantifier, but he does have a non-lexical
mechanism for expressing negative quantification, which is explicitly cardinal. Again,
Homeric Greek has only a cardinal quantifier meaning where Classical Greek has one
that 1s ambiguous between cardinal and proportional. This state of affairs makes it
possible to claim that in every case where Classical Greek has both cardinal and
proportional versions of a given quantifier (as in the case of the indefinites éviot and

T1G) or a quantifier that is ambiguous between cardinal and proportional readings

(00delg, moAVG, dAiyog), Homer has only a cardinal version.

So far, things look pretty good for the hypothesis that Homeric Greek lacks
proportional quantifiers. All of the lexical quantifiers that are present in Classical
Greek but not in Homeric Greek are proportional, and furthermore, Homer lacks the
proportional but not the cardinal version or reading of ambiguous quantifiers. But
there is a problem. What about the quantifiers Homeric Greek does share with
Classical Greek? These include two universals, mdg plural and €kactog, which are

both proportional:
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(7) a. 80¢kal TovTw Enerta dénag peAindéog oivov / oneloat, énel kai
To0TOV O6fouat d0avdatoiorv / elxecbar ndvreg 8¢ Oedv xatéovo
davBpwmor (Od. 3.46-8)
Give then also to this man a cup of honey-sweet wine, to pour a
libation with, since I think that he too prays to the gods; all men have
need of the gods
b. (¢ 1) TopuPEN vePEAN TVKdcaca € avThv dUoeT Axai®dv £0vog,
gyeipe 8¢ pta éxaotov (1l. 17.551-2)
So she having enveloped herself in a purple cloud descended into the
band of Achaeans, and roused each man
In (7a), it 1s necessary to compare the set of men with the set of men who have need of
the gods, in order to know that they are identical. In (7b), it is similarly necessary to
compare the set of men with the set of men roused by Athena (though this time the
restriction ‘men’ applies within a specific context, or ‘domain’, namely the band of
Achaeans). The presence in Homer of two proportional universal quantifiers means
that it is not possible to claim that Homer lacks proportional quantifiers. Still, the
proportional/cardinal split does seem to be somehow important, with that caveat. What
can be claimed is that Classical Greek has a much larger assortment of proportional
quantifiers than Homeric Greek does, and that Homer specifically lacks the

proportional counterpart or meaning of those quantifiers that in Classical Greek can be

either cardinal or proportional.

The next basis for distinguishing between different types of quantifier has to do with
the kinds of inferences that they allow you to make about super- and subsets of the
sets denoted by their scopes (Ladusaw 1979). Here some valid and invalid inferences

of this type (the arrow stands for ‘if...then’):

(8) a. Allseals swim fast. > All seals swim. (valid)
b. All seals swim. = All seals swim fast. (invalid)
c. No seals swim. > No seals swim fast. (valid)
d. No seals swim fast. 2 No seals swim. (invalid)
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The universal quantifier allows inference to supersets of its scope (8a): if all seals
swim fast they must also necessarily swim. Inference to subsets (8b) does not work: if
all seals swim, it is not also necessarily true that they swim fast. The reverse is true for
the negative quantifier. It allows inference to subsets, but not to supersets (8c and d).
Quantifiers that allow inferences only about supersets are said to be ‘right upward
monotone’; quantifiers that allow inferences only about subsets are ‘right downward
monotone’. The terminology is based on a spatial metaphor; you get to larger sets
(supersets) by moving ‘up’ and smaller sets (subsets) by moving ‘down’; the ‘right’
part indicates that the inference concerns the scope, which in English 1s usually to the
right of the restriction. There are other types of monotonicity distinction, but this one

will be most useful for what follows.

The other universals besides ‘all’ are upward monotonic, as is the
indefinite/existential, the cardinal ‘small quantity’ vague count and mass quantifier,
and both the cardinal and proportional ‘large quantity’ vague count and mass
quantifiers. In each of the examples in 9a and b, inference in the direction shown is

valid, but inference in the opposite direction is not.

(9) a. Every/each/every kind of seal swims fast 2 Every/each/every kind of

seal swims.

b. Some seals swim fast 2 Some seals swim.

c. Many seals swim fast. = Many seals swim.

d. Much city air is polluted with carbon monoxide. > Much city air is
polluted.

e. A lot of water spilled on the table. > A lot of water spilled.

f. A few seals swim fast. 2 A few seals swim.

g. A little water spilled on the table. 2 A little water spilled.

Besides the negative universal, the proportional ‘small quantity’ vague count and mass

quantifiers are downward monotone (10a-b):

(10) a. Few seals swim. = Few seals swim fast.
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b. Little water spilled. = Little water spilled on the table.

How does this split match up with the inventory split between Classical and Homeric
Greek? It does allow for another generalization: Homer lacks lexical downward
monotone quantifiers (00d¢ig and proportional dAiyog/madpog). The two proportional
quantifiers that Homer does have are upward monotone: ndc plural and €kactog.
Montonicity properties alone can’t explain the quantifier inventory split between
Homeric and Classical Greek, because Homer also lacks a bunch of upward monotone
quantifiers: ndg ‘every’, as well as proportional €vio1 ‘some’ and moAUg ‘many’. But
both proportionality and monotonicity will prove to be relevant in the context of the
next scheme for classification of quantifiers, the indefinite/quantifier distinction in

dynamic semantics.

Both of the ways of distinguishing different kinds of quantifier that I have talked about
so far have been grounded in the classical model-theoretic framework; they focus on
set-theoretic implications of quantifier meaning. The next basis for distinction that |
will discuss 1s grounded in the dynamic semantic framework, which was designed to
take into account not only set-theoretic but also discourse properties of noun phrases.
In the background section on quantification in formal semantics, I did not use a very
wide variety of quantifiers in my examples; I used ‘every’ and ‘some’ when I was
talking about the classical model-theoretic framework, but then limited myself to
‘every’ when I was talking about the dynamic semantic framework. There was a
reason for that. ‘Every’ is quantificational according to each definition I gave. But
‘some’ is not. Different definitions of ‘quantifier’ include and exclude different
individual lexical items from membership in the set of quantifiers. According to the
dynamic semantic definition of ‘quantifier’, not all of the elements I have been

referring to as quantifiers are actually quantificational.
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In dynamic semantics, quantifiers are distinguished from definite and indefinite noun
phrases on the basis of how they affect the discourse representation. In terms of the
file change metaphor, indefinites create new cards and definites update old ones.
Quantifiers do not create new cards, or update old ones; they create conditions on
them. One of the pieces of evidence used to support this claim is that unlike definites
and indefinites, quantified noun phrases cannot be referred to by definite pronouns that
are outside of their scope (Heim 1983). This makes sense, if quantifiers are thought of
as not creating cards; if no card 1s created by a quantified noun phrase, then no card is
made available for subsequent update. When a definite pronoun tries to update the

card (11c), it will fail, and the sentence containing that definite will not compute.

(11) a. There 1s a soldier with a gun. He will shoot.
b. The soldier has a gun. He will shoot.
c. Every soldier has a gun. #He will shoot.
This failure occurs only when the pronoun 1s outside the scope of the quantifier. Inside

the scope of a quantifier, definite pronouns can be interpreted either as referent-

updaters (12a) or as ‘bound variables’ that refer back to the quantifier (12b).

(12) a. I’ve asked a few people whether they think that guy will shoot. Every
soldier says he will shoot.
b. I asked the soldiers whether they will shoot. Every soldier says he
will shoot.
This second function for the definite pronoun makes intuitive sense if you think about
it in terms of the condition-creating properties of the quantifier. In the context of a
condition, which triggers an evaluation of cards rather than a direct update of them,
definite pronouns can optionally be put to work in a special capacity, as mechanisms
that help to create complex properties, rather than as referent-updaters. In (12b), the

quantifier will trigger a one-by-one evaluation of ‘soldier’ cards, which will eliminate

all soldiers who do not say they will shoot. Pronouns help to create complex meanings
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by acting as variables, which are placeholders whose reference can vary from context
to context: ‘if x is soldier, x says x will shoot’. As operators, quantifiers are said to
‘bind’ variables because they create functions in which particular variables have
particular fixed roles, even though their reference varies. This comes in handy when
evaluating cards: when the quantificational condition is evaluating the card associated
with Joe, the variable can stand in for him, and see whether it is true both that Joe is a
soldier and that Joe says Joe will shoot; when it is evaluating Bill, it can stand in for
Bill, and so on. So, within the context of a quantifier’s tripartite condition-like
structure, a definite pronoun can refer back to it, but outside of that structure, reference
to quantifiers by definite pronouns fails because quantifiers do not actually create

discourse referents.

According to this definition of ‘quantifier’, cardinal quantifiers are not
quantificational, but indefinite, because they introduce discourse referents. In each of
the sentences in (13), the cardinal quantifier in the first sentence introduces a discourse
referent that the definite pronoun in the second sentence can update (example template

from Heim 1983):

(13) a. Some soldier is armed. He will shoot.
b. Sm soldiers are armed. They will shoot.
¢. Many (a large number of) soldiers are armed. They will shoot.
d. A few soldiers are armed. They will shoot.

Singular proportional quantifiers are clearly quantificational, by this measure (14a-

b).94

(14) a. Every soldier is armed. #He will shoot.
b. Each soldier is armed. #He will shoot.

* There is a specialized context in which singular proportional quantifiers do support anaphora with
unbound pronouns. It is known as ‘telescoping’ (Roberts 1989), because it basically involves extending
the scope of the quantifier past the end of the sentence, so the unbound pronoun can act like a bound
variable: ‘Every soldier takes his gun. He puts it on his shoulder, then he puts it down again.” (example
from Corblin, Comorovski, Laca, and Beyssade 2004:16).
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Plural proportional quantifiers are harder to evaluate. At first, it appears that they can
be referred back to by definite pronouns outside their scope (15a-c). It has been argued
on the basis of this evidence that they are not truly quantificational (Baker 1995;
1996:53-66).

(15) a. All the soldiers are armed. They will shoot.

c. soME soldiers are armed. They will shoot.

d. Many (a large proportion of) soldiers are armed. They will shoot.
But there are some complicating factors. These quantifiers are grammatically plural,
so any pronoun that referred back to them would also have to be plural. Unfortunately,
this fact muddies the waters, because plural pronouns that are outside of a quantifier’s
scope (I will refer to these as “unbound’ pronouns) appear to be capable of doing
something different from what singular ones do. The same singular quantifiers that
cannot be referred back to by singular unbound pronouns can be referred back to by

plural unbound pronouns (16a-b).

(16) a. Every soldier is armed. They will shoot.
b. Each soldier is armed. They will shoot.

There are indications that it is not actually the proportional quantifier that licenses the
reference back (anaphora) in these cases. Instead, the plural pronoun seems to be
licensed by something else. With some proportionals, it is possible to construct
examples in which the pronoun clearly refers to the restriction set, rather than to any
more complex discourse referent that could have been created by the quantifier. In 17a
below (example from Chao 1983 via Roberts 2004), the pronoun ‘they’ refers to
‘women from the village’, rather than to ‘the proportionally large number of women
from the village who went to the fair’. In 17b, the pronoun refers to all of the lettuces,

not the subgroup of lettuces that are half-eaten.

275



(17) a. Many women from the village came to the fair. They like that sort of
thing. (R04:533)
b. Some of the lettuces are half-eaten. They are being attacked by
rabbits.
Roberts (2004) argues that a plural unbound pronoun can be pragmatically licensed by
the restriction of a quantifier: the restriction makes the property it denotes salient (in
17a, brings up the property ‘woman from the village’) and thereby makes it possible
for pronouns to refer to instantiations of that kind (so in 17a, ‘they’ is standing in for
‘women from the village’). It can be particularly clear that the restriction alone is the
licenser when a downward monotonic quantifier is involved (Roberts 2004). In 18a,
the meaning of the second sentence is not ‘no soldiers handed their guns in on

Tuesday’, but rather ‘the soldiers handed their guns in on Tuesday’:

(18) a. None of the soldiers have guns. They handed them in on Tuesday.
b. Few (of the) soldiers have bayonets. They don’t really need them,
now that they have guns.

Pragmatic licensing by the restriction does not account for all examples of apparent
anaphora between unbound pronouns and proportional quantifiers, however. The
unbound plural pronoun is not always licensed by the restriction alone. Sometimes, it
is clearly licensed by at least the intersection of the restriction and the scope, if not
some sort of accomodated cardinal reading. This seems to be possible only with
upward monotone quantifiers (19a-b). With downward monotone quantifiers (20a-b),
the unbound pronoun is very awkward if the example is designed to bring out the

intersective/accomodated cardinal reading:

(19) a. Many of the soldiers are wearing overcoats. They won’t get cold, but
the other soldiers will.
b. somek of the soldiers have guns. They will have to do all the shooting.

(20) a. Few of the soldiers are wearing overcoats. #They won’t get cold, but
the other soldiers will.
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b. Few of the soldiers have guns. #They will do all the shooting.

In 19a, the pronoun ‘they’ could either be interpreted as generic, ‘soldiers who are
wearing overcoats’, or as referring to the discourse referent that would have been
introduced if ‘many’ were cardinal: ‘the proportionally large group of soldiers who are
wearing overcoats’. The pronoun in 20a should be able to do the same thing, but

doesn’t, or at least does it less easily.

Parallel examples with the upward monotone universal and downward monotone
negative quantifiers are not available, because they don’t create subgroups. But there
is some contrast between them along similar lines. With the negative, it is always clear
that the pronoun refers to the kind denoted by the restriction, because dynamically
speaking, after the evaluation of cards triggered by the quantifier, all armed soldiers

will be eliminated (no soldiers are armed soldiers) (21a).

(21) a. None of the soldiers are armed. #They (the nonexistent armed
soldiers) will shoot./They (the soldiers) won’t shoot
With the universal, it is not obvious, because after the evaluation, all soldiers are

armed soldiers (22a).

(22) a. All the soldiers are armed. They (the universally armed soldiers) will
shoot.

The upward monotone proportional quantifiers as a group seem to be more able than
the downward monotone quantifiers to produce discourse referents that are more than
just instantiations of the kind denoted by their restriction. But, the universal also
differs from the two upward monotonic proportionals ‘many’ and soMme, precisely
because they create subgroups and it doesn’t. With ‘many’ and some, there is a
pragmatically significant meaning difference between the restriction-based pseudo-

anaphoric reading of the pronoun found in the examples in (17), and the intersection-
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based pseudo-anaphoric or accomodated cardinal reading found in the examples in
(19). With “all’, the difference between these two readings will never be pragmatically
significant. Unbound pronouns construed with ‘many’ and soMe have ambiguous

reference, while unbound pronouns construed with ‘all’ have vague reference.

I have been talking in detail about intersentential anaphora because it is one of the
tests used in the dynamic semantic framework to distinguish quantifiers from
indefinites; indefinites support anaphora with unbound pronouns, and quantifiers do
not. The test is not entirely straightforward, because it can be difficult to distinguish
true anaphora from pragmatic licensing of reference to kinds (I will call this latter type
‘pseudo-anaphora’). Nevertheless, it is possible to group proportional quantifiers into
some new categories on the basis of it. I list these groups below, and look at how the

Homeric and Classical Greek inventories match up for each group.

1) Cardinals. In dynamic semantics, cardinals are indefinites, rather than quantifiers.

They introduce discourse referents that can be updated by unbound pronouns (23a):

(23) a. {Sm, many (a large number of), a few} soldiers are armed. They will
shoot.

Classical Greek and Homeric Greek share cardinal moAvg, tig and 0Aiyog; Homer also
has nadpog, which does part of the work that 6Atyog does in Classical Greek. There is
more agreement between Classical and Homeric Greek here than in any other group.

Homer apparently has no problem with quantifiers that allow true anaphora.

2) The grammatically singular proportional quantifiers ‘every’, ‘each’, and ‘no’. With
these quantifiers, it is easy to distinguish true anaphora from pseudo-anaphora (24a-b).
True anaphora would require a singular pronoun, and is not licensed. Pseudo-anaphora

is licensed, and involves a plural pronoun.
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(24) a. Every/each soldier 1s armed. #He will shoot./They will shoot.
b. No soldier will shoot. #He won’t be able to./They won’t be able to.
How does this group fare in Homeric and Classical Greek? Classical Greek has nac
singular ‘every’, €ékactog ‘each’, and o0deic ‘no’ (25a-c). 11ag singular and ovdeig as
subjects take singular agreement, and singular subject £kactog has an 88% rate of

singular agreement.

(25) a. mag d¢ 1drwtng mAovoog &v eto yevéabal, ef T KUpw xapicaito

(Xen. Cyr. 8.6.23)
Every individual thought that he would become rich, if he did
something to please Cyrus

b. éne1dn Muiv katd yijv ovdeic £pondet (Thuc. 1.74.2)
Since nobody sent us aid by land

c. Ayev £xaotog 6 oTpatnydc TOV avtod Adyov émi kwunv (Xen. 4n.
6.3.2)
Each general led his own company against a village

Homeric Greek lacks md¢ singular ‘every’ and ovdeig ‘no’. It has €kaotog ‘each’, but

singular subject €kaotog usually takes plural verb agreement (72%), particularly in the

Hiad (89% Iliad, 62% Odyssey) (26a).

(26) a. o1 d o0 yryvwokovteg annvivavto €kaotog (I1. 7.185)
But they, not knowing it, each rejected it

Homer also has kind-distributive nag singular ‘every kind of” (27a).

(27) a. Apxéhoxdg T Akdpag te udyng v idéte méong (11 2.823, 12.100)
Archelochos and Akamas, well-versed in every kind of combat
Interestingly, kind-distributive ‘every’ does support anaphora with singular unbound
pronouns. This is not surprising if it is viewed as a form of pseudo-anaphora. With
singular kind-quantifying ‘every’, a singular unbound pronoun can refer to a
representative instantiation of the type, or, when it is used with an abstract, to the

abstract type. That would be the singular equivalent of the plural pseudo-anaphora
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seen in 17a-b above. In 28a, ‘he’ means something like ‘a president’ or ‘any

president’, and in 28b, ‘it” means ‘combat’ or ‘combat of every kind’:

(28) a. Every president has a vice president. He also has a secretary of state.
b. All (= every kind of) combat requires courage. It also requires
strength.

Homeric Greek seems to have a problem with these quantifiers that relates to their
inability to support true anaphora with agreeing unbound pronouns. It lacks singular
‘no’, as well as ‘every’, except kind-distributive ‘every’, which licenses pseudo-
anaphora with singular pronouns. It does have ‘each’ but primarily with plural
agreement, the type associated with pseudo-anaphora. Classical Greek has no such
problem, and allows both types. Homer also is more sensitive to the true anaphora vs.

pseudo-anaphora distinction.

3) Grammatically plural downward monotone proportionals. These quantifiers allow
only pseudo-anaphora; plural unbound pronouns are always licensed by the restriction,
not by the intersection of the restriction and scope, or an accomodated cardinal reading
of the quantifier. Classical Greek has proportional 6Alyoc; 00dei is always singular, at
least in the sample, and so belongs in category 2. Homer lacks both; instead it has

cardinal 6Alyog and madpog and sentential negation of cardinal tig.

4) Group-dividing grammatically plural upward monotone proportionals. The upward
monotone proportionals support more types of anaphora with unbound pronouns than
the downward monotone proportionals. Unbound pronouns can apparently be licensed
by the restriction, the intersection of the restriction and scope, and/or an accomodated
cardinal reading of a plural upward monotone proportional quantifier. Classical Greek
has plural proportional moA0g, 0Ailyog, and €vior. Homer lacks all three; instead it has

cardinal moAvg, OAiyog, nadpog and existential Tig.
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5) Universal grammatically plural upward monotone proportionals. With universals, it
is unclear what licenses the unbound pronoun. It could be licensed by the restriction,
or the intersection of the restriction and scope. The pronoun could also have some sort
of accomodated reading that includes the meaning of the quantifier in adverbial or
adjectival form: ‘the soldiers in their entirety/the soldiers who all x” or ‘the soldiers
individually/the soldiers who each x’ (the idea of treating ‘all’ and ‘each’ as adverbial
will come up again in the next section, where I discuss syntactic differences). Because
of the particular meaning of universals, the difference between these readings is never
going to be pragmatically significant, so the meaning of the pronoun remains vague.

Both Homeric and Classical Greek have plural a¢ and €kactog.

Does the indefinite/quantifier distinction make the inventory split between Homeric
and Classical Greek look systematic in any way? It explains at least as much as the
cardinal/proportional distinction does, because it takes over the cardinal/proportional
distinction and characterizes it in different terms. Almost all of the inventory
differences between Homer and Classical Greek involve Homer lacking proportional
quantifiers and quantifier meanings, but Homer does have two proportional
quantifiers, na¢ and £€kaoctog. In dynamic terms, this would mean that the only true
quantifiers Homer has are nd¢ and €kactog. The dynamic perspective also adds a
possible syntactic motivation for the inventory difference. Homer may have a problem
with true quantifiers because they do not introduce discourse referents. Sticking with
that as the working conclusion of this section leaves the presence of nag plural, kind-
distributive ndg singular, and €xactog in Homer as a problem that has to be explained

in some other way.

Another option would be to try to take the indefinite/quantifier split as a starting point
but also make a bit more out of the finer-grained distinctions between the numbered

groups above. Among the plural proportional quantifiers, Homer lacks those for which
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the distinction between true anaphora and pseudo-anaphora is pragmatically
significant — everything but the universals. The singular negative quantifier o0dgig
can be ruled out for the same reason (‘no soldier’ doesn’t make a good antecedent for
‘he’, but ‘soldier’ can license ‘they’). The singular universals raise a different set of
issues. For them, the difference between true anaphora and pseudo-anaphora is
syntactically significant. Whereas true anaphora would involve an agreeing bound-
variable type pronoun, pseudo-anaphora involves a non-agreeing, definite pronoun.
There is a clear syntactic distinction between true anaphora and pseudo-anaphora. The
exception to that rule is kind-distributive ¢, which Homer does have. Because kind-
distributive nd¢ quantifies over kinds in the first place, it licenses pseudo-anaphora
with a singular, agreeing pronoun, which means it looks just like true anaphora. So
both types of nd¢ that are present in Homer, the plural and the kind-distributive type,

allow pseudo-anaphora that might as well be true anaphora, for all practical purposes.

The worst problem for the theory that Homer doesn’t like quantifiers for which the
difference between true anaphora and pseudo-anaphora is syntactically or
pragmatically significant is the presence in Homer of €kaotog singular. It is not
possible to claim that ntd¢ singular ‘every’ is ruled out because pseudo-anaphora with
it is syntactically distinguished from true anaphora, because the same thing should
apply for €kaotog. It is also not possible to claim that €kaotoc appears because it is a
universal, and the difference between pseudo-anaphora and true anaphora is
insignificant for universals, because the same should apply for nag. But there is at
least one difference between na¢ singular and €kaotog in Classical Greek, and a
similar difference between ‘every’ and ‘each’ in English, that may have some bearing
on this issue. In Homeric Greek, €kaoctog usually takes plural verbal agreement, which
looks like some kind of pseudo-anaphora within the sentence: ‘they saddled their

horses, each one of them’. Even in Classical Greek, singular subject £kaotog
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sometimes appears with plural verbal agreement, whereas singular subject nag does
not. In English, ‘each’ can float off of a plural, and ‘every’ cannot: ‘the children each
got a balloon’ is OK, but ‘the children every got a balloon’ is not. There seems to be
something about the more specifically distributive singular universal that is more
compatible with pseudo-anaphora, which is the only type of anaphora that is possible
for singular universals. Nevertheless, the presence of €kaotog singular in Homer still
goes against the main line of argument 1 have been pursuing, which is that Homer
doesn’t like quantifiers for which the difference between true anaphora and pseudo-
anaphora is syntactically or pragmatically significant. So, for now, that line of

argument leaves the presence of £kaortog singular unexplained.

In this section, 1 have argued that the quantifier inventory differences between
Classical and Homeric Greek are at least partially systematic. At minimum, I can
claim that the differences all involve Homeric Greek lacking proportional quantifiers
and quantifier meanings that are present in Classical Greek, and that in several cases
Homer lacks specifically the proportional reading of a quantifier that is ambiguous in
Classical Greek. That claim would leave the presence of proportional €kaotog and
kind-distributive and plural nag, which goes against the trend, to be explained in some
other way, perhaps in terms of their syntactic behavior. I also outlined another, less
firmly grounded line of explanation, which was based on the idea that Homer prefers
quantifiers for which the distinction between anaphora and pseudo-anaphora is
syntactically and pragmatically insignificant, and which focused more closely on the
precise anaphora-licensing properties of several different subtypes of proportional
quantifiers. It had the advantage of predicting the presence of kind-distributive and
plural ntac, but left the presence of €kaotog singular still unexplained. In the next
section, I will look at the differences in syntactic behavior of quantifiers in Classical
and Homeric Greek, which can now be discussed with this semantic background in

mind.
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4.3 Quantifier syntax

In the last section, I argued that quantifier inventory differences between Homeric and
Classical Greek are at least partially systematic. In this section, I discuss differences in
syntactic behavior of quantifiers, and argue that they too are systematically related. 1
look first at the structure of the noun phrase, which is less hierarchical in Homeric
than in Homeric Greek, and then at quantifier-noun continuity and relative order, and
their implications for quantifier-noun coherence; in general, quantifiers and their
restrictions are less likely in Homeric than in Classical Greek to be bound together
into constituents. I pay some extra attention here to the behavior of the universals nég
and €kaotog, because they are the proportional quantifiers that are present in both

Homeric and Classical Greek.

The first difference at the phrase level has to do with the categorial status of
quantifiers, and the overall structure of the noun phrase. Classical Greek has a
determiner that combines with noun phrases to form determiner phrases (Abney 1987;

for Greek, see Devine and Stephens 2000).

(29) a. [or O [nr GVOpwTOG ]]

Quantifiers can be divided into several different groups based on their relation to the
determiner. The first such division corresponds to the cardinal/proportional split,
which is also known as the weak/strong split. The terms ‘weak’ and ‘strong’ can also
can be applied more broadly to other elements that share syntactic properties with
cardinal or proportional quantifiers, and are more widely used in the literature, so I

will adopt them in this section.

Weak quantifiers, and weak readings of ambiguous quantifiers, can follow the article

in definite noun phrases, like attributive adjectives (30a-b).
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(30) a.

gyévovTo 8¢ kal ol moANol oetopol Téte TG VG, £V Te ABvaig Kal év
EvPoiq kol ev Bowwtoig kai pdAiota £v ’Opxoueved t¢ Bolwtiw
(Thuc. 3.87.4)

It was also at that time that the many earthquakes happened, in
Athena and Euboea and Boeotia, and especially in Boeotian
Orchomenos.

ayyéAovton at 300 kal tecoapdkovTa VAeG kal 0 Aynoavdpidag anod
TV Meydpwv v ZaAapiva napanAeiv (Thuc. 8.94.13)

The forty-two ships, and Agesandridas, were reported to be sailing
from Megara along the coast of Salamis.

But, that does not mean that a weak quantifier necessarily sits in the same structural

position as any other attributive adjective. When weak quantifiers and attributive

adjectives are stacked in the noun phrase, the neutral order is quantifier first. Stacking

of vague quantifiers, such as moAvg, with adjectives is less common than coordination,

but does occur. When stacked, weak quantifiers follow possessives but precede

adjectives of quality (31a-d).

31) a.

Kal ovl 0& doBevel xadendv ToAAOUG adpolg Xoipoug EKTPEQELY
(Xen. Oec. 17.10-11)

And it 1s hard for a weak sow to bear numerous sturdy piglets
ABnvaiwyv yap o0deig év tadtn T Nuépa ovdeVOg omovdaiov E€pyov
toAunoot av apacbar (Xen. Hell. 1.4.12-13)

None of the Athenians on that day would dare to take up any serious
task

kol vOV 800 KaAW e Kal dyadm dvdpe téBvatov (Xen. 4n. 4.1.19)
And now two noble men are dead

ot ogétepat 0éka vijeg (Thue. 1.50-1)

Their ten ships

This relative order corresponds to the unmarked order for adjective stacking observed

in Italian and other languages (32) (Coene and d’Hulst 2003:26):

(32)

Possessive > Cardinal > Ordinal > Quality > Size > Shape > Color >
Nationality (C03:26)
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This neutral order, among other evidence, has been used to argue for the existence of
multiple different functional projections between the determiner and noun, which host
specific types of adjective (Cinque 1994; Crisma 1996). Based on the neutral order
shown in 32, I assume that the Classical Greek noun phrase has at least the functional
projections shown in 33a (structure based on Zamparelli 2000:16, 124, 240 and
Heycock and Zamparelli 2003 for English and Italian, and Devine and Stephens
2006:517 for Latin).

(33) a. [pr determiner [wop weak quantifiers [Np [modifiers][noun]]]]

Quantifiers on their strong readings do not appear in attributive position. Instead, they
do one of three things: appear outside an agreeing determiner phrase in so-called
predicative position, appear outside a partitive genitive determiner phrase, or take an
agreeing bare noun restriction. I will talk first about the type that appears outside an

agreeing determiner phrase.

The strong quantifiers that can appear outside agreeing determiner phrase restrictions
are a¢ and £kaoto¢. The external quantifier can co-occur with an adjective or other

DP-internal modifier (34a-c):

(34) a. kaiépnudoal Tdvtag Tovg oikelovg témoug cupndong TH¢ Tatpidog

(PL. Leg. 865¢8-9)
And to abandon all the familiar places of all his native country

b. kai €8¢é€avto navteg ol €mi Opdkng Evppayot Aakedaipoviwy T
nenpayuéva (Thuc. 4.122.2-3)
And all the allies in Thrace of the Spartans accepted what had been
done

¢. OUkoDV ouIKpOV pApa KatasPévvuot asag Tag totavtag ndovdg; (Pl.
Leg. 838b7-8)
I[sn’t there a short saying that extinguishes all such pleasures?

A DP-external strong quantifier can also co-occur with a DP-internal weak quantifier,

as in 35a.
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(35) a. tovg d¢ dikaotdg kAnpolot mdvteg ol évvéa dpxovteg (Ath. Pol. 59.7)
All the nine archons cast lots to choose jurors
There are at least two possible structural representations of this quantifier position.
The first (36a) would take the quantifier to be a head which selects a determiner

phrase complement (Giusti 1991):

(36) a. [sqr mavteg [pp ol [wop évveéa [ne dpxovteg]]]]

The second would be based on the similarity of this placement of nd¢ and £€xaotog to
that of English all and both, which can appear outside an agreeing determiner phrase.”
In some languages, quantifiers that can appear in this position share other
distinguishing properties. A/l and both, along with each, constitute the ‘floatable’ class

of English determiners, which can be discontinuous from their (subject) restrictions.

(37) a. {All, both/ *no(ne), some, few, many} the children have been given
balloons
b. The children ({all, both /*no(ne), some, few many }) have ({all,
both /*no(ne), some, few, many}) been given balloons

A correspondence between DP-external position and floating is also present in
Romance languages such as French and Italian (Sportiche 1988; Zamparelli

2000:170).

(38) a. Tous les enfants ont vu ce film (588:426)

All the children have seen this movie

b. Les enfants ont tous vu ce film.
The children have all seen this movie

c. Tutti i molti sigari che lui fumava (200:170)
All the many cigars that he smoked

d. 1 ragazzi avevano {tutti, entrambi} telefonato a casa
The boys had {all, both} called home

% Classical Greek dppdétepog also works this way: see for example Thuc. 4.123 dpotépag tag moAeL.
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Based on this kind of evidence, floatable quantifiers have been analyzed as an adjuncts
to NP (Sportiche 1988) or DP (Zamparelli 2000:173). On this analysis, they are
thought of as forming their own phrases, possibly with null pronominal restrictions,
which then get adjoined to the DP restriction, as in ‘all of them, the boys’. Though the
correlation between floatability and DP-external position does in a sense hold up for
nd¢ and €kaotog, because they are both DP-external and floatable, the combination
does not distinguish them as a class from other Greek quantifiers since most if not all
other Greek quantifiers can also float. Nevertheless, they could be analyzed as
adjuncts just on the basis of their position (and the inventory similarity with the
floatable class identified for Romance and Germanic). That analysis, rather than
adding a strong quantifier layer to the noun phrase structure as in (36a), would just

make use of the possibility of adjoining a QP to the noun phrase complex (39a):

(39) a. [or[op mavtec] [pp ot [wor Evvéa [Ne apxovtec]]]]

I will hold off on choosing between these two options, to see how the possibilities for
other strong quantifiers might fit in with them. Only a subset of the possible readings
of néi¢ and €xactog occupy this external position; I discuss readings of nd¢ and

£kaotog that are associated with other positions below.

The other quantifiers with proportional readings, o0d¢ic, £viot, ToA0¢ and 0Alyog,
show a slightly different pattern. They take definite restrictions only as partitive
genitives, and indefinites as agreeing bare nouns. The proportional readings of these
quantifiers occur with definite restrictions, whereas the reading of the indefinite
restriction type is cardinal. The cardinal type with indefinite restriction can be
assimilated to the position already identified for cardinals, with the difference that the

whole phrase is not preceded by a determiner (40a):

(40) a. [wop toAAot [ne avBpwot]]
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The basic choice that came up in the case of nd¢ and €xactog with agreeing definite
restrictions, namely whether to analyze the quantifier as taking the restriction as a
complement or as being adjoined to it, comes up again in the case of the quantifiers
that take partitive determiner phrase restrictions, o0d¢ic, £viot, moAv¢, 6Aiyog and
(optionally) €kaoctog (see Ionin, Matushansky, and Ruys 2006 on adjunct vs.
complement analyses of partitives). As in the case of the universals, on the adjunct
interpretation (41b) it is assumed that there is some sort of null pronominal element, or
unpronounced copy of the noun from the restriction, that serves as the restriction of

the quantifier. These two possibilities would look like this:

(41) a. [op moAMol [pp TGV [Np avBpwTWV]]]
b. [pp [qp moAAolL [Np €]] [DP T@V [N GvBpwRwV]]]
Another possibility is to have the null or deleted element first compose with the
partitive to form the complex ‘boys of the boys’. That creates a constituent of type NP,

which the quantifier can then adjoin to (42b) or take as a complement (42a).

(42) a. [qp moAAol [Np e [pp @V [Np avOpwTiwV]]]]
b. [~p [op toANOL] [NP € [Dp TGV [NP dVOpOTWV]]]]
These latter options combine most easily with the layered structure proposed in 33a
above, because they are separable into a quantifier and a noun phrase that can be
distributed into the DP-layers already proposed (based on Zamparelli 1998, 2000:16,
124, 240). Strong and weak readings of partitives can be represented by locating the
quantifier in the appropriate layer, or in the case of the strong quantifier possibly in an

adjunct phrase (41b). For the weak reading, the quantifier would sit in WQP (43a).

(43) a. [op [wop moAdol [N e [DP TV [N avBpwnwv]]]]]

For the strong reading, there are at least a couple of possible locations besides the

adjunct one. If there is an SQP that houses nd¢ and £€xaotog, strong readings of
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partitive-taking quantifiers might also sit there (44a). That option is less appealing
than it was for the universals because the original motivation for proposing an SQP
was that nd¢ and £€kaotog take agreeing DP rather than NP restrictions, whereas the
type of the proposed complement constituent for partitives is NP. The other option
would be to locate strong readings of partitive-taking quantifiers in the determiner

layer (44b).

(44) a. [sqp moAAol [op [wop [Np [e] [pp TV [Ne avBpirwv]]]]]]
b. [pr moAAoi [war [np [e] [DP TGV [Np &vOpwTwV]]]]]

This would not necessarily have to amount to a claim that 003¢ig, £vio1, ToAUg, OAlyog
and €kaotog can function as quantificational determiners. Though this is one of the
standard analyses of strong quantifiers in English, including strong many, few etc., it
might not be appropriate for Greek, since almost all Greek quantifiers float, whereas
the definite determiner really stays put and does not move around separately from its
noun. Zamparelli (2000:258-266) argues that vague quantifiers, in contrast to
determiners, are not heads but full phrases located in specifier positions. This allows
the possibility of locating strong vague quantifiers in the determiner layer without
actually claiming that they are determiners, and that analysis could possibly be
extended to the other partitive-restriction strong quantifiers. I will again leave it
undecided whether or not there is an SQP layer above DP, but the discussion of the
strong partitives has added another element to the question. As it stands according to
the options outlined, if there is no SQP layer, then DP-external ntd¢ and €kaotog are
QP adjuncts to DP, and strong readings of quantifiers that take partitive genitive

restrictions are either QP adjuncts to NP or are located somewhere in the DP layer.

There are a number of different readings of the universals nd¢ and €kaotog that are

associated with different positions in the basic structure introduced above. Since ndg
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and €xaotog are the strong quantifiers that appear in both Homer and Classical Greek,

I will discuss their various readings in Classical Greek in a bit more detail.

First, the readings of the universals that are associated with DP-external position. As
described above, nd¢ can take an agreeing determiner phrase restriction in both
singular and plural (45a-b). T1a¢ plural quantifies over members of a set, while ndg
singular quantifies over parts of a whole. "Exactog can also take a determiner phrase

restriction in both singular and plural and is always distributive.

(45) a. 1t & votepaig 0 Kipog ouvéAee mavtag toug otpatiwntag (Xen. Cyr.
2.3.1)
The next day Cyrus called together all the soldiers
b. mpiv énoinoav ndoav thv oAV dporoyeiv Aakedaiuoviovg kal
abT@V fyepdvag eivat (Xen. An. 6.1.27-8)
Until they made all the city agree that the Spartans would be rulers
also of them
The most interesting aspect of this group of meanings for later comparison will be that
singular mdg, when it occurs in a DP-external position parallel to that of plural nag,
does not have the count-distributive meaning ‘every’ but rather the mass-distributive
meaning ‘all’. This means that singular ndg has structurally distinct count and mass-

distributive meanings.

For €kaotog, a definite partitive genitive restriction is also possible; this structure is
particularly common when the restriction is pronominal, but it also occurs with lexical
nouns (46a). [1ag on its own does not take partitive genitive restrictions, but in
combination with T1¢ it can, and in this form it is distributive and emphatic as in

English every (single) one (46b).

(46) a. xaié€xkéhevev aUTOV AauPdverv HEpog map EKAGTOL TV NYEUOVWV
(Xen. 4n. 1.6.2-3)
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And he ordered him to take a detachment from each of the
commanders

Kal TOV AEIMOUEVWVY TAVTa TV KOG E0EAeLY Unep aUTHC KAUveELY
(Thuc. 2.41.5)

And it is fitting that every one of those who are left should be willing
to suffer on her behalf

When nag occurs in the WQP layer, it gets a weak adjectival interpretation (47a-b).

“Exactog does not occur in the WQP layer, at least when the determiner is filled.

(47) a.

oAV &8¢ ye afoyiov kal adikwtepov Tov¢ navrag "EAAnvag
katampododva, oig Euvwudoarte, fj ABnvaiovg uévoug (Thuc. 3.63.3)
It was much more shameful and unjust to utterly betray the Greeks as
a whole, with whom you made a pact, than the Athenians alone
evtadBa 3¢ 'Ayaciag 6 ZTuu@dALog AoXayog TITPOOKETAL, TOV TAVTA
XpOVOV HaxOUEVOG TIPOG TOLG toAspiovg (Xen. An. 7.8.19)

There Agasias the Stymphalian company commander was wounded,
fighting the whole time against the enemy

[18¢ and €kaotog can also take a bare noun phrase restriction, when the restriction on

its own would lack an article (Smyth 1956:296, Kiihner-Gerth 1898-1904/1955:631-

33). In practice, such restrictions are usually generics, which can be bare plurals in

Greek (48a):

(48) a.

dvOpwrot 8¢ En’ 00dEvag u&AAov cuvictavrtal fi €l TovToug oUG av
aicBwvtal dpxetv avt®Vv Entxelpotvrag (Xen. Cyr. 1.1.2)

Men revolt against nobody more readily than those they think are
trying to rule over them

So, for example, ndvreg dvOpwmnot means ‘all men’ (49a), whereas ndvteg ot

avOpwmot usually means ‘all the men’ (Smyth 1956:296, Kiihner-Gerth 1898-

1904/1955:631-33).” Singular nd¢ with a bare noun phrase can also get a generic

% Mavteg ol &vBpwror can also mean ‘all men’, probably because definites can express generic
reference in Greek (this is possible only in the singular in English: ‘the blue whale is in danger of

extinction’):
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interpretation (49b). It is difficult to find parallel examples for €kaotog, which seems

to require that its restriction be definite.

(49) a. xvobowv yép, £@n, & TDKpaTeS, TavTEG dvBpwmot Kal KaTd TO oHpA
kal kata v Yuxnv (Pl Symp. 206¢1-3)
“Socrates”, he said, “All men are pregnant in both body and soul”
c. ToAAGV unv éAnidwv, wg éAéyouev dptt, a¢ avBpwmog yépet; (PL.

Phib. 40a3)

But as were just saying, every man is full of many hopes?
Nag here is probably not, like weak quantifiers with agreeing indefinite restrictions,
located in the WQP layer, because nd¢ in the WQP layer has a collective meaning
(47a-b); the meaning of (49a) is not ‘the whole of mankind is pregnant’. Plural nd¢ in
generic contexts seems to quantify over members of a set, and the meaning of singular
ma¢ with a generic restriction is distributive; these meanings correspond to those of
DP-external nd¢. Plural mag in generic contexts could be in DP-external position,
whether as an adjunct (50a) or in an SQP layer, but this time without the DP layer
itself being filled (50b). Or, 1f it 1s preferable not to have structures in which DP-

external position is filled without DP being filled, generic ndg could be an adjunct to

NP (50c).

(50) a. [or[op mavteg] [pp [wop [Ne GvOpwor]]]]
b. [sop mavteg [pp [wop [Np dvBpwmror]]]]
c. [ne[op mavreg] [ne avOpwmot]]
The option of putting plural ndg into the DP layer for this type of example seems

unappealing, since it would be strange for plural nég to be a determiner only in generic

contexts, and it is clearly not a determiner in non-generic contexts. Singular 1tag in

(i) a.  énedavydap 6 puetonmwpivodg xpdvog EABN, tavteg ov ol dvBpwrol Tpdg Tov Bedv
anoPAénovary, omdte Ppékag v yhv a@noet avtoug oneipely (Xen. Oec. 17.3.2)
For when the autumnal season is over, I suppose all men look to God, to see when
he will rain on the earth and free them to sow.
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generic contexts, however, may have the same structure as regular singular distributive

na&¢, which takes the same type of restriction.

Singular distributive ndg, in contrast to plural nag, always takes an NP restriction,
even when the restriction is a previously introduced discourse referent. “Exactog can
also take this type of restriction. In 51a, a referent is introduced with the indefinite
aok®v ‘hides’, reactivated with the definite To0¢ Gokovg, and then quantified over in

EKAOTOV AoKOV and TaG AoKOG.

(51) a. 'Ack®V, épn, SroxtAiwv derjcouan ToAAd & Opd mpdfara kai atyag
kai Pol¢ kai Bvoug, & drodapévra kal puondévta padiwg av mapéxot
Vv SidPaocty. Sefjoopat 8¢ kai TGV Seou®V 0i¢ xpficOe Tepl T
vrolOylar Tovtolg Levéag Toug dokolg Tpog AAAAovE, Opuicag
EKaotov Gokov AiBoug dptnoag Kai Aeig Gomep aykdpag €ig tO
Vdwp, drayaywv kal dugotépwdev droag émiPard VANV kai yiv
¢mpopriow: 8Tt uév obv ol katadvoeobe avtika udAa eloecBe még
Yap aokog O dvdpag €1 Tob un katadovai. (Xen. An. 3.5.9-12)

I will need two thousand hides, he said; I see many sheep and goats
and cows and asses, which having been skinned and blown up would
easily provide the means of crossing. I will also need the straps which
you use around the pack animals; I will bind the hides to one another
with those, and anchor each hide by fastening stones to it and letting
them down like anchors into the water, then carry it over, tie it on
both sides, and pile branches and dirt on top of it. And you can know
right away that you will not sink. For every hide will keep two men
from sinking.

Since the singular distributive quantifiers are in complementary distribution with the
article, they may be determiner quantifiers and have the structure shown in (52a-b).”’
English every and each, which unlike a// can take definite bare noun restrictions in

non-generic contexts, are usually analyzed as belonging to the category of

determiners.

°7 In the case of €xaotoc this would have to be optional since it can also take a singular DP restriction.
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(52) a. [op mdg [ne Gokdcl]
b. [ppr €kactov [Np GokOV]]

I pointed out in the data section that singular simple distributive ndg differs from other
Greek quantifiers in that it almost never floats and almost never has NQ order. In that
respect its behavior is more like that of the article than a typical quantifier. Singular
£kaoToG has the same strong tendency to be continuous with its restriction, but does
not show the same consistently QN order. *® This behavior is evidence in favor of
analyzing nd¢ as a quantificational determiner, which would put it in a separate
category from the rest of the quantifiers under consideration here. The case of €kaotog
is more doubtful, but it too may be a determiner when it takes a bare singular

restriction.

To sum up, Classical Greek has the basic noun phrase structure shown in 33a above.
Different readings of quantifiers are associated with location in different layers; weak
readings with the weak layer, strong readings with some kind of DP-external position,
whether it be adjunct position or a dedicated strong quantifier layer. Two types of
quantifier are candidates for location in the determiner layer. There is some reason to
think that strong quantifiers with partitive restrictions may be located in the DP layer,
though not as determiners. Singular distributive n&¢ appears to be a quantificational

determiner, and £€kaotog may optionally be one as well.

Is there evidence for a similarly layered noun phrase structure in Homeric Greek? To
begin with, since the demonstrative 6 has not fully developed into an article in
Homeric Greek, the most conservative option would be to leave the determiner phrase
out of the Homeric structure. The next question is whether there is any evidence for a

syntactic distinction between strong and weak quantifiers, or between weak quantifiers

% "Exactog singular, in Plato Republic, Xenophon Anabasis and Thucydides, has a 100% rate of
continuity with its restriction (63 instances).
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and ordinary adjectives, such as the preferred neutral ordering patterns illustrated

above for Classical Greek.

Let’s look first at whether there is evidence for a weak quantifier layer. There are
abundant examples in Homer where a weak vague quantifier or cardinal numeral
occurs together with an adjective. Stacking 1s less common with vague quantifiers than
with cardinal numerals but does occur (as in Classical Greek, there 1s a lot of
coordination of vague quantifiers with adjectives). For both cardinal numerals (53a-d)
and vague count and mass quantifiers (54a-f), the most common and apparently

neutral order is QAN:

(53) a. t® & dua tecoapdakovra péAaivar vieg €movro (11 2.534, 545, 630,
644,710, 737, 759; w. nevtikovta, 1. 2.556; w. toiot and
oydwkovra, 11 2.652)

And with him followed forty/fifty/eighty black ships

b. téooapeg dOAogpdpor innot avtoiotv dxeopv (1. 11.698)
Four prizewinning horses with their carriage

c. €€el v xai névte nepirAopévoug Eviavtovg (11. 23.833-4)
He will have it for five circling years

d. toiowv § AAkivoog dvokaideka Uil iépevoey, / Oktw & dpyiddovtag
Bag, dvo & eidinodag Polc (Od. 8.59-60)
For them Alcinoos slaughtered twelve sheep, eight white-tusked
boars, and two shambling oxen

(54) a. Q¢ kai éyw moAAXG pev amvoug viktag  Tavov (11 9.325)

So I too spent many sleepless nights

b. moAhoi & épradxeveg inmor (11. 11.159)
Many horses with high-arched necks

c. moAhag & ipBipovg Yuxag "Aidt mpoiadev / fpwwv (1. 1.3-4)
And sent many strong souls of heroes to Hades

d. oUvex &ueAle / moAAag igpBipoug kepalag "Aid npoidpery
(11. 11.54-5)
Because he was going to send many brave heads to Hades

e. TOv 8¢ AMooovro yépovreg / ‘Apyeiwv, kai TOAAX nepikAvta d&p’
ovoualov (11. 18.448-9)
The Argive elders entreated him, and named many fine  gifts
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f. moAAa 8¢ Tpra puiiAa kai eidimodag EAikag Pods / pdobe mupfig
£depdv te kal dupemov (11. 23.166-7)
Next to the pyre they flayed and prepared many fat sheep and
shambling curvy-horned cattle
So, there 1s evidence in Homer for a preferred order for weak quantifiers and
adjectives, of the kind that has been used to argue for the presence of distinct

functional projections for different types of adjective in the noun phrase. I will assume

for now that there is a weak quantifier layer in the Homeric Greek noun phrase (55a):

(55) a. [wap moAAa [Ne mepikAvtda 8&pT]]

Next, 1s there evidence for a strong quantifier layer that is distinct from the weak
quantifier layer? There are a few examples in which ndg directly precedes a modified
noun phrase, but none of them are good evidence for neutral order; in the first, the
quantifier is more closely associated with the verb than the noun phrase (56a); in the
second, the quantifier has to be weak (‘I divided all my well-greaved companions in

two’ does not work) (56b), and in the third, the noun is enjambed (56¢).

(56) a. &AN &ye pipvete wdvreg | EoxvAmdec Axatoi (11. 2.331)

But come now, remain, all you well-greaved Achaeans

b. avtap éyw dixa mavrag bkvApdag taipoug / Npibueov, dpxov 8¢
UET appotépoloty 6macon (Od. 10.203-4)
But I divided in two (parts) the whole group of my well-greaved
companions, and appointed a leader to both (parts)

c. 00 elato navreg dpiotol / Apyeior (Od. 8.512-13)
In which there sat all the best Argives

There are numerous examples in which a weak quantifier directly precedes navrteg,
but not the other way around. Examples with the order WQ-n&¢-N are ambiguous

between the weak meaning ‘whole’ and an adverbial meaning ‘in all’ (57a-b):

(57) a. xpvood &¢ otroag Epepev déka mavra tdAavrta (11. 24.232)
Of gold he weighed and brought out ten (whole) talents (in all)
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b. xpvoo0 d¢ otroag ‘0dvoevg déka avta tdAavta (I1. 19.247)
Of gold Odysseus weighed out ten (whole) talents (in all)
In most examples, it seems as though the two quantifiers form a separate unit, with the
strong quantifier having an adverbial meaning: ‘in all’ or ‘altogether’. The
weak/strong quantifier combination can occur as a unit separated from the noun (58a),
in this case with the quantifier combination in focus position and the predictable noun

in tail position:

(58) a. tfjowv dwdeka mdoar éneppwovto yvvaikeg (Od. 20.107)
At which, twelve in all, women went back and forth

More often, the noun or pronoun is topicalized, sententially or locally, and the

quantifier combination is in focus (59a-d):

(59) a. “Qqveikeoo 0 yépwv, ot & évvéa ndvteg avéotav (1. 7.161-2)

Thus the old man challenged them, and they stood up, nine in all

b. tpimodag yap éeikoot mavrag étevyev (1. 18.373)
For he was making tripods, twenty in all

c. oivov év du@ipopediol Sudeka ndotv deiooag (Od. 9.204)
Having drawn off the wine into jars, twelve in all

d. £€vBade T aindha mhaté aiy@®v £vdeka navta / éoxatifj Péokovt
(Od. 14.103-4)
And here too wide flocks of goats, eleven in all, pasture on the edge
of the island

A parallel example with €kaotog means ‘numbering fifty each’ (60a).

(60) a. £mtd Poddv ayéAal, téoa & olGV nwea KaAd, / mevtikovta & €kaota
(Od. 12.129-30)
Seven herds of cattle, and as many lovely flocks of sheep, numbering
fifty each
The absence of SQ-WQ-N examples in Homer could be a matter of pragmatic

unlikeliness, since to get that kind of example you have to have a previously

established or familiar group of a certain number and specify that all or each of them
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did something (as in the rather unusual Classical Greek example in 35a above). But
there is at least one candidate for that kind of example in Homer.” The nine Muses,
like the nine archons, are a familiar group with a familiar cardinality. The context of
the passage in 61a is Agamemnon’s description of Achilles’ funeral; emphasis
throughout is on the lavishness of the proceedings, and divine participation in them, so

naoal &’ évvéa Moloat, ‘all nine Muses’, would make sense, but does not occur.

(61) a. Modoat & évvéa n&oon dueBSuevar Omi kaAfi / Bpriveov

(Od. 24.60-1)

The Muses, nine in all, alternating in sweet voices, sang the lament
Altogether, there is very little evidence from the universals for a distinct strong
quantifier phrase in Homeric Greek. When there is more than one quantifier in a
phrase or clause, instead of forming hierarchically arranged quantifying phrases that
act as arguments of the verb, strong quantifiers in Homer tend to band together into
separate quantifying expressions that act more like adverbs, or small clauses. This
construction with ndg is reminiscent of the standard Homeric pattern for distributive
relationships involving €kaotog (section 3.2.3), where the quantities being put into

relation are shunted off together into a separate unit (62a-b):

(62) a. déka & avdpl ekdotw viieg Enovro Boai (1. 2.618)
Ten to each man, there followed swift ships
b. mevtnkdoilol § év ekdotn/elaro, kKal TPoUXOVTO EKAGTOO EvvEn
Tavpoug (Od. 3.78)
Fifty in each, they were settled, and they sent forth from each nine
bulls

% There are two more possibilities. One at 1. 23.882, Mnp16vrg teAékea¢ déka ndvtag deipe ‘Meriones
carried off all ten axes’ (which were previously established as discourse referents, numbering ten, at
23.851), and another at Od. 19.578 and 21.76, where whoever 8i10iotevon neAékewv dvokaideka
navtwyv ‘shoots through all twelve axes’ (which were previously established as discourse referents
numbering twelve at 19.573-4) will get to marry Penelope. But, these depend on the interpretation of
ndc in combination with the term néAexvg, which has an unclear meaning (either ‘axe’, or an axe-
shaped wedge of iron constituting a standard measure (Leaf 1900-02 vol. 2:531-32)), and is contrasted
with fuinéAekkov ‘half-axe’ at 23.851, so nd¢ may even mean ‘whole’ here. In context, the meanings
‘all ten’ and ‘all twelve’ make more sense.
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So, in Homer, universals seldom form continuous constituents with modified nouns,
and they never or almost never form a constituent with a weakly quantified noun.

They do often appear to form units with unmodified nouns, however (63a-b):

(63) a. nxe 8¢ divrjoag yéhaoav & émi mavrec Axaiof (11 23.840)
And whirled and threw it; and all the Achaeans laughed
b. 00oeT Axai®v €0vog, Eyerpe 6¢ ot Exaotov (I1. 17.552)

She descended into the crowd of Achaeans, and roused each man
One option for dealing with this would be to propose a general, weak/strong quantifier
phrase that holds all quantifiers, on the grounds that strong quantifiers and weak
quantifiers don’t ever seem to combine in the same phrase (61a, 62a-b). But strong
and weak quantifiers do seem to show different syntactic behavior in Homer; strong
quantifiers almost never form continuous phrases with modified nouns, whereas weak
quantifiers do (53a-d, 54a-1), so it seems desirable to reserve WQP for weak
quantifiers only. Based on the adjunct analysis option for the universals in Classical
Greek (the floating behavior which argued for that analysis is even more marked in

Homer), I will adopt an adjunct analysis for universal quantifier-noun combinations in

Homeric Greek (64a-b):

(64) a. [~e[qp mavreg | [Np Axoioi]]
b. [np [ne @®ta] [oP EkacTov ]]

Quantifiers that take genitive restrictions in Homer are always or almost always weak,
with the exception of €kaotog. For the weak ones, the same structure proposed for

Classical Greek can be used, but with the genitive an NP rather than a DP (65a).

(65) a. [wop moAAoi [Np e [Np Axai®V]]]

Since there is no SQP layer in Homer, what is left for €kaotog is the adjunct analysis

(66a).
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(66) a. [np [Qp €kaoctog ] [Np e [N Nyepovwv]]]

There 1s some reason to doubt even the adjunct analysis of strong quantifiers that
appear to form constituents with their nominal restrictions. Even when the two
elements are contiguous, they may often be located in different discourse

configurational projections. I return to this below.

How does the Classical Greek noun phrase complex compare to the Homeric one? In
Classical Greek, there 1s at minimum the structure shown in 33a, repeated below for

convenience, with some quantifiers appearing in WQP and some possibly in DP.

(33) a. [pp determiner [wqQp weak quantifiers [np [modifiers][noun]]]]

In Homeric Greek the minimal structure is as in 55a, repeated below, with quantifiers

that appear in WQP.

(55) a. [wop moAAa [Np mepikAvta 0®pT]]

It is just those Classical Greek quantifiers that show signs of being located in the DP
layer, namely the singular distributive quantifiers and the strong quantifiers with
genitive restrictions, that are missing in Homeric Greek. The strong quantifiers that
Homeric and Classical Greek share are those that are most likely to be adjuncts even
in Classical Greek. These are the universals that take agreeing DP restrictions in
Classical Greek: ndg plural with the meaning “all” and singular with the meaning
‘whole/all’, as well as both singular and plural €éxaotog. Another possibility outlined
was that in Classical Greek there is an additional layer of structure above the DP layer
that houses strong quantifiers (36a repeated below), a layer which does not appear to

be available for Homeric Greek.

(36) a. [sop mavteg [pp o1 [wap évvéa [ne &pyovreg]l]]
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In either case, these noun-phrase level syntactic differences between Homeric and
Classical Greek are systematic, because the differences add up to the Homeric noun
phrase being less hierarchically structured than the Classical Greek one. If it is exactly
those quantifiers that are located in the DP layer in Classical Greek that are missing in
Homeric Greek, then the inventory differences discussed in section 4.2 above are all

associated with the absence of the determiner layer in Homeric Greek.

Next, quantifier-noun order. The overall trend observed in Chapter 3 was that Homer
has a higher ratio of NQ to QN order than Classical Greek.'™ Why does that matter? In
general, an NQ string 1s less likely than a QN string to be a continuous quantified noun
phrase. In Chapter 3, I outlined (following Devine and Stephens 2006:79-136, 481-
520 for Latin) a few ways in which the quantifier and its restriction could be
distributed into different discourse functional projections within the sentence, and also
possibly within the noun phrase. Just as there 1s (at minimum) Topic-Focus-Tail
structure in the clause, there is also Topic-Focus-Tail structure in the noun (or

determiner) phrase (67a-c):

(67) a. [rop [Foc [ve [v [DP]]]]]
b. [rop-wqp [Foc-wqp [wap [NP]]]]
c. [rop-pp [Foc-DP [DP [Wop [Nr]]]]]
Since most sentences do not have all possible positions filled, many strings can be
analyzed 1n at least a couple of different ways. Let’s look for example at the case of
quantified object nouns with sentence-final verbs. Say you have the elements N-Q-V,

in that order (68a):

(68) a. vadg uev 6Alyag EAaPov ol ABnvaior (Thuc. 8.106.1)
The Athenians took [only] a few ships

' In continuous phrases involving no other modifiers.
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The noun can be the sentential topic, and the quantifier and verb the focus (69a). Or,
the noun can be topic within its own phrase, and the quantifier focus, but with the

phrase as a whole located in sentential focus position (69b):

(69) a. [ror vadg[roc OAlyag; [ve EAaBov [wap ti [ne 4 1]11]
b. [rop [Foc [Tor-wap valc [Foc-wap OAlyag; [wep t [ne t]]]][ve EAafov
[wee ti]]1]
If you have Q-N-V, your options are more limited because of the association between
quantification and focus. The most likely analysis of this type is that it is a continuous
quantified phrase sitting in focus position. On the noun phrase level, the quantifier is
either in focus (70b) or in its default position, and the noun tail (70c) (‘tail’ in this case

means it remains in its default position within the noun phrase complement of the

verb).

(70) a. oida y&p &t1 ki Muooi BaciAets moAAoC ugv rjyepdvag av Soin
(Xen. An. 3.2.24)
b. [rop [Foc [Foc-wapy TOAAOVG; [wap t; [Np fyepdvag]]] [ve Soin [wap t

C. HEP [Foc [wapk TOAAOUG [N fiyepdvag]][ve Soin [wap ti 1]]]
Several factors work together to make QN order more likely to be coherent than NQ
order. First, the default order in the noun phrase is QN, so quantified phrases that have
not been broken up and distributed into different discourse projections will have QN
order. Second, given that Topic precedes Focus in the basic order of discourse
configurational projections, and quantification is associated with focus, an NQ string
will map easily onto Topic followed by Focus, whereas a QN string is more likely to
be a unit sitting in focus position. In NQ Topic-Focus structures, both parts of the
quantified phrase are moved to pragmatically defined projectiohs and the semantically
defined part of the noun phrase is left empty. If the noun is in sentential topic position
and the quantifier in sentential focus position, as in (69a), then the two elements are

not even part of the same extended phrase. In QN structures, either the quantifier
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moves, and the noun stays in its semantically defined position, or neither of them
move, though the QN phrase as a whole moves to preverbal focus position. In the
former structure, quantifier and noun both move and go their separate discourse
configurational ways, whereas in the latter structure, they stick together more. The
higher ratio of NQ to QN order in Homer adds another layer to the differences in
Homeric and Classical Greek noun phrase structure already noted. Homer not only has
a less hierarchical noun phrase than Classical Greek, but also is more likely to disperse

the elements of the noun phrase across different discourse configurational projections.

That dispersion is particularly obvious when the components of the noun phrase are
actually separated from one another by intervening lexical items. Homeric Greek has a
consistently higher rate of quantifier-noun discontinuity than Classical Greek; the

overall Classical rate is somewhere around 20%, whereas the Homeric rate 1s around

50% (Table 11).

Table 11: Quantifier-noun discontinuity in Homeric and Classical Greek

HG CG
na¢ (plural) 48% 25%
TOAUG 51% 11%
nadpog/oAiyog 55% (tiny sample) 13%

The discontinuous structures that are common in Homer can be understood in relation
to the continuous structures described above. One common type involves a focused
quantifier and a tail noun. In the QNV structure above, the entire noun phrase moved
out of tail position; in the QVN structure in 71a below, only the quantifier moves to
focus position, leaving the noun behind in tail position. The ethnic Kadueiwvag is tail

because the preceding line establishes that the action takes place in Thebes.

(71) a. #vBa d¢ mavrag évika Kadueiwvag (11. 23.680)
There, he bested all the Cadmeians
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There, he bested them all, the Cadmeians

b. [rop €vBa [Foc mavrtag [ve évika [Np [Qp t; ][Ne Kaduelwvag 1111]
Another type involves a topic noun and focused quantifier. The structure of this type is
identical to that of some continuous NQV structures. On the first analysis of the
continuous NQV example above, the whole noun phrase moves up to the focus
position, and then the noun moves to a local topic position. On the second, the noun
and quantifier move separately to sentential topic and focus positions. In the
discontinuous example below (72a), the noun and quantifier are separated by an
element that is not part of the noun phrase, so they are probably in sentential topic and
focus positions (72b). Both the Trojans and Hector are not only highly predictable in
this context, but were mentioned by name two lines earlier, so the interesting part 1s

that they are all coming this way:

(72) a. Tphag & €vBade mavtag &yer kopvbaioAog “Extwp (11. 17.96)
Hector is leading all the Trojans here
The Trojans, he is leading them all this way, shiny-helmeted Hector
b. [tor Tp&ag; [Foc mavrag [ve &yer [Np [op ti][~e t]]1]]

Many NQ examples may be structurally the same as 72a, but just happen to have no
intervening elements to make it clear whether the noun and quantifier are actually in
the same layer. The higher rate of quantifier-noun discontinuity in Homeric Greek 1s
consistent with the less hierarchically structured noun phrase and the higher rate of
NQ order. A final point to be made on the subject of quantifier-restriction coherence
concerns the indefinite clitic Tic. As I pointed out in sections 3.5-3.10, in Classical
Greek, T1¢ can cliticise at the level of the sentence, the verb phrase, or the noun phrase,
which means that it does sometimes form units with noun phrases. In Homeric Greek,
11§ is almost always a sentential clitic (99% of instances according to Taylor 1990:50).
It is consistent with the picture of greater mutual independence of noun and quantifier

in Homeric Greek that it handles both existential and negative quantification with
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sentential (00) T1g, rather than noun-phrase clitic ti¢ and adnominal 00d¢1¢. In Homeric
Greek, a quantifier and its restriction are very likely to be distributed into different
sentential-level operator, clitic, or discourse configurational positions, whereas in
Classical Greek, they are more likely to be combined together into a quantified noun

phrase constituent.
4.4 Quantification and configurationality

In sections 4.2 and 4.3, [ argued that there are systematic differences between Homeric
Greek and Classical Greek in the expression of quantification. In this section, I look at
variation in the expression of quantification among different languages, and argue that
the quantifier inventory and behavior found in Homer, and that found in Classical
Greek, are characteristic of different syntactic typologies. The way languages express
quantification tends to vary with their overall structure. As already mentioned in
section 2.2.2, one important correlation is between argument type and quantifier type
(Willie and Jelinek 2000); pronominal argument structure has been found to have
some specific implications for quantificational expression. Discourse configurational
and configurational languages share the property of having lexical arguments, so in
what follows I will consider them together and contrast them with pronominal
argument languages. The implications of pronominal argument structure for
quantification fall under two headings. The first has to do with a distinction between
adverbial and determiner quantification. The second has to do with incompatibility of

certain nonreferential quantifiers with pronominal argument structure.

The distinction between adverbial and determiner quantification is easiest to think
about in terms of the tripartite structure of quantification introduced in section 4.1. A
quantifying sentence can be thought of as consisting of three parts, a quantifier, a
restriction, and a nuclear scope; the quantifier 1s an operator that sets up a relationship

between the other two parts, which resemble the two halves of a conditional, the
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restriction corresponding to the if-clause and the nuclear scope corresponding to the
then-clause. Determiner quantification creates a syntactic unit that combines the
quantifier with its restriction, rendering a semantically tripartite structure syntactically
bipartite. Adverbial quantification maps more directly onto the tripartite structure.
Here are versions of ‘if it is a seal, it swims’ rendered with adverbial (73a) and

determiner (73b) quantification:

(73) a. Seals always swim
Restriction Quantifier Scope
b. [Every seal] swims

[Quantifier + Restriction] Nuclear Scope

Floated quantifiers are more like adverbials than determiner quantifiers in this respect

(74a) (Jelinek 1995):

(74) a. Seals all swim
Restriction Quantifier Nuclear Scope

There is a significant correlation between pronominal argument structure and the
absence of determiner quantifiers (Jelinek 1995, Baker 1995, 1996:53-66; Hale,
Jelinek and Willie 2003). This pattern has been found in head-marking pronominal
argument languages such as Straits Salish (Jelinek 1995), Navajo (Faltz 1995; 2000;
Willie and Jelinek 2000; Hale, Jelinek, and Willie 2003), Mohawk (Baker 1995,
1996:53-66), and Asurini do Trocara (Vieira 1995), as well as in dependent-marking
languages such as Warlpiri (Bittner and Hale 1995). One possible explanation for this
correlation is that the function of determiner quantifiers is to restrict the scope of
quantification to a specific argument position (Jelinek 1995). In terms of logical types,
determiner quantifiers are functions of type <<e, t>, <<e, t> t>> that take common
nouns of type <e,t> and make argument quantifiers out of them. Argument quantifiers
are functions of type <<e, t> t> that are ready to combine with predicates of type <e,t>

to form propositions (sentences) of type <t>. In a language that does not allow
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common nouns to be arguments, this function will not be called for. Instead, weak
quantifiers, which make first-order claims about sets (in this case about the cardinality
of an intersection set) will take the form of modifiers or predicates, while strong
quantifiers, which make second-order claims about relations between sets (in this case
about the proportional relationship between a set and the intersection of that set with
another set) will be adverbial. In Straits Salish, for example, weak quantifiers are
predicates, and strong quantifiers are adverbials (Jelinek 1995). Adverbial quantifiers,
because they unselectively scope over the predication as a whole, can scope over
lexical nominals in non-argument positions. This picture also, however, leaves room
for a somewhat closer association of strong quantifiers with particular nominals, as
long as the association is not of the argument-creating type. In Mohawk, for example,
universal quantifiers have been analyzed as basically adverbial elements that can
adjoin at the sentence, verb phrase, or noun phrase level; here is an example of

adjunction at the noun phrase level (75a) (Baker 1995):

(75) a. [nex Akwéku [npine ron-tkwe]] [s pro; wa-hoti-yéshu-’]
All NE Mp-person fact-MpllI-laugh-punc
‘All the men laughed’ (B95:50)
Instead of a determiner-type universal quantifier that would create quantifying phrases
of argument type, Mohawk has an adverbial-type universal that can scope over
different kinds of phrase, including nominal phrases appearing in non-argument

positions.

So, the lack of lexical nouns in argument position has implications for the structure of
quantification. What about the implications of having all argument positions
obligatorily filled by pronouns? Looking at things from that angle, a different set of
considerations emerges. Pronominal arguments in pronominal argument languages are
definite and referential (Mithun 2003). Lexical nominals in adjunct or discourse

configurational operator positions are identified with pronominal arguments via a
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system of coreference (Baker 1996). The rules that govern this coreference are a lot
like the rules that govern intersentential anaphora in configurational languages like
English (76a-b). In both structures, definites and indefinites introduce discourse
referents that can be (co-)referred to by definite pronominal arguments; compare the

Navajo examples in 77a-b (Hale, Jelinek and Willie 2003):

(76) a. I picked up the apple. Then I took a bite out of it.
b. There was an apple on the table. I took a bite out of it.

(77) a. bilasdana  yiyaa’ (HO3)
Apple 3-acc-1sNoMm-ate
‘The apple, I ate it’
b. bilasdana tla yiyag’

Apple one  3-acc-1snom-ate

‘One/an apple, I ate it’
In dynamic semantics, quantifiers are distinguished from definite and indefinite noun
phrases by their failure to introduce discourse referents (Heim 1983). This property is
visible primarily in the context of intersentential anaphora. As I concluded in section
4.2, plural universal quantifiers, and singular universal quantifiers referred back to by

plural pronouns, get past this problem via a kind of pseudo-anaphora (examples based

on Heim 1983):

(78) a. (The, a, some) soldier has a gun. He will shoot.

b. (Every, each, no) soldier has a gun. #He will shoot.

c. (All, every, each) soldier(s) ha(s/ve) (a) gun(s). They will shoot.
If a lexical argument can appear in a sentence in a pronominal argument language only
by entering into a relationship of coreference of the same type involved in
intersentential anaphora in English, that would predict that quantifiers that fail to
support intersentential anaphora in English would not occur in pronominal argument
languages at all (Baker 1995, 1996:53-66). The quantifier inventory of Mohawk, for

example, does not include any equivalent of the singular distributive quantifier every
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or the negative quantifier no. It does, however, have quantifiers corresponding to all,
each, and some. The universal and universal distributive quantifiers require that their
coreferent pronominal arguments be plural, in what appears to be a sentence-internal

form of pseudo-anaphora (79a-b) (Baker 1995):

(79) a. Akwéku wa’-ti-shakoti-noru’kwanyu-’ne raoti-skare’
All FACT-DUP-MPS/3PO-kiss-pUNC NE MprP-friend
‘All of them kissed their girlfriends’
b. Skatshu ne ron-ukwe’ ne raoti-’sere’ wa-hati-’sere-ht- 6hare’
Each ~e Mp-person NE MpP-car  racT-MpS-car-NoM-wash-pNC
‘Each of the men washed their car’
(B96:55, 58)
Negative quantification is accomplished by sentential negation scoping over an
indefinite pronoun. This mechanism evades referentiality clash by splitting negative
quantification into two parts, an unselective adverbial operator and a discourse-
referent introducing indefinite, rather than combining those elements into a determiner
quantifier like no, that in turn would combine with a common noun to create a
nonreferential quantifying phrase. In 80a, the indefinite pronoun co-refers with the
pronominal argument, and the whole proposition is negated, giving the meaning ‘it is

not the case that some x did y’. If the indefinite is placed outside the scope of the

negation, you get the meaning ‘some specific x did not doy’:

(80) a. Yah tukha te-t-yakaw-é-nu (B96:61-62)
not someone NEG-CIS-FSO-COME-STAT
‘Nobody came’ (— (Ix (x came)))

b. Ukhak yah te-yako-yéshu-0
Someone  not NEG-FSO-laugh-sTaT

‘Somebody didn’t laugh’ (3x (— (x laugh)))

In practice, the referentiality-based prediction rules out only a subset of the quantifiers
ruled out by the adverbial/determiner distinction, because the quantifiers that fail to

support intersentential anaphora in configurational languages like English are also
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determiners. The predicted correlation has been argued to hold for all of the languages
listed above as lacking determiner quantifiers, as well as Classical Nahuatl,
Nunggubuyu, Mayali, and Wichita (Baker 1996:53-66). What the referentiality theory
adds to the adverbial/determiner theory is an explanation for certain distinctions that
are made in both configurational and pronominal argument languages between
different kinds of strong quantifier. In configurational languages, strong quantifiers of
the every and no type are found only in the form of nonreferential determiner
quantifiers; in pronominal argument languages, they are entirely absent (Baker 1995,
1996:53-66). Strong quantifiers of the all and each type, meanwhile, are found in
configurational languages in two forms: as nonreferential determiner quantifiers, but
also as floatable adverbial quantifiers that can scope either over the whole predication
or over some subsection of it, such as a lexical nouns that they adjoin to; in
pronominal argument languages, these quantifiers are found only in the latter form

(Baker 1995, 1996:53-66).

In previous sections of this chapter, I argued that there were systematic differences in
both quantifier inventory and syntactic behavior between Classical and Homeric
Greek. It is now possible to characterize those systematic differences in typological
terms. Let’s look first at determiner versus adverbial quantification. Classical Greek
has at least a couple of determiner quantifiers: singular simple distributive nd¢ and
€xaotog, as well as a number of quantifiers like ovdeic and moAUg that show signs of
having determiner status when they are strong. In Homeric Greek, simple singular
distributive mdg is absent, and singular £€kaotog behaves like an adverbial adjunct
rather than a determiner quantifier. Singular subject €kaotog usually takes singular
verbal agreement in Classical Greek, but plural verbal agreement in Homer; the latter
behavior is like that of adverbial strong quantifiers in pronominal argument languages,
which are linked to pronominal arguments via a kind of sentence-internal pseudo-

anaphora. The other candidates for strong determiner status in Classical Greek, such as
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ovdeig and oA V¢, are weak or absent in Homer. So, the quantifiers that have
determiner status in Classical Greek are missing or adverbial in Homeric Greek, and
Homeric Greek does not have any other candidates for determiner quantifier status.
What about nonreferential quantifiers? Classical Greek has the lexical negative
quantifier o0deig, as well as determiner nd¢ and €xactog. Homer lacks all three. In
place of o0deic, Homer has negative quantification accomplished by cooperation
between the negative operator o0 and the indefinite pronoun tig, which is exactly the
kind of negative quantificational structure typically found in pronominal argument
languages. The plural universal quantifier ndg, like English a//, is floatable, and
probably adverbial, in both Homeric and Classical Greek, but in Classical Greek it
floats less, and forms constituents with nouns more, than it does in Homeric Greek.
Overall, the differences between the Classical and Homeric Greek mechanisms for
expression of quantification described in this chapter correspond very closely to
differences between quantificational structures typically found in configurational

languages and those typically found in pronominal argument languages.
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